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About this document

This document tells you how to diagnose and report problems occurring in the
IBM® z/0S® TCP/IP. Additional information is provided for diagnosing problems
with selected applications that are part of z/OS Communications Server V1R8. The
information in this document supports both IPv6 and IPv4. Unless explicitly noted,
information describes IPv4 networking protocol. IPv6 support is qualified within
the text.

Use this document to perform the following tasks:

* Diagnose and solve problems in a z/OS Communications Server installation.

* Describe problems to the IBM Software Support Center and document the
problems appropriately.

This document refers to Communications Server data sets by their default SMP/E
distribution library name. Your installation might, however, have different names
for these data sets where allowed by SMP/E, your installation personnel, or
administration staff. For instance, this document refers to samples in SEZAINST
library as simply in SEZAINST. Your installation might choose a data set name of
SYS1.SEZAINST, CS390.SEZAINST or other high level qualifiers for the data set
name.

Who should read this document

System programmers can use this document to diagnose problems with TCP/IP or
to diagnose problems with z/OS Communications Server components.

How this document is organized

The /OS Communications Server: IP Diagnosis Guide|is divided into the following
parts:

[Part 1, “General diagnosis information”| describes how to diagnose a problem
suspected to be caused by z/OS Communications Server, select diagnostic tools,
and apply diagnostic techniques.

[Part 2, “Traces and control blocks”| describes selected procedures for TCP/IP
Services component trace, packet trace, Socket API trace, and the subcommands
(installation, entering, and execution).

[Part 3, “Diagnosing z/0S Communications Server components”| gives detailed
diagnostic information for z/OS Communications Server components.

The appendixes provide additional information for this document.

How to use this document

To use this document, you should be familiar with z/OS TCP/IP Services and the
TCP/IP suite of protocols.

This book contains various traces and code examples. In many cases, these
examples contain non-release specific information; they are included for illustrative
purposes. Actual examples and traces depend on your environment.
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Determining whether a publication is current

As needed, IBM updates its publications with new and changed information. For a
given publication, updates to the hardcopy and associated BookManager® softcopy
are usually available at the same time. Sometimes, however, the updates to
hardcopy and softcopy are available at different times. The following information
describes how to determine if you are looking at the most current copy of a
publication:

* At the end of a publication’s order number there is a dash followed by two
digits, often referred to as the dash level. A publication with a higher dash level
is more current than one with a lower dash level. For example, in the
publication order number GC28-1747-07, the dash level 07 means that the
publication is more current than previous levels, such as 05 or 04.

* If a hardcopy publication and a softcopy publication have the same dash level, it
is possible that the softcopy publication is more current than the hardcopy
publication. Check the dates shown in the Summary of Changes. The softcopy
publication might have a more recently dated Summary of Changes than the
hardcopy publication.

* To compare softcopy publications, you can check the last two characters of the
publication’s file name (also called the book name). The higher the number, the
more recent the publication. Also, next to the publication titles in the CD-ROM
booklet and the readme files, there is an asterisk (*) that indicates whether a
publication is new or changed.

How to contact IBM service

For immediate assistance, visit this Web site:

lhttp:/ /www.software.ibm.com /network /commserver /support/|

Most problems can be resolved at this Web site, where you can submit questions
and problem reports electronically, as well as access a variety of diagnosis
information.

For telephone assistance in problem diagnosis and resolution (in the United States
or Puerto Rico), call the IBM Software Support Center anytime (1-800-IBM-SERV).
You will receive a return call within 8 business hours (Monday — Friday, 8:00 a.m.
- 5:00 p.m., local customer time).

Outside of the United States or Puerto Rico, contact your local IBM representative
or your authorized IBM supplier.

If you would like to provide feedback on this publication, seel“Communicatingl
[Your Comments to IBM” on page 939

Conventions and terminology used in this document

xxiv

Commands in this book that can be used in both TSO and z/0S UNIX®
environments use the following conventions:

* When describing how to use the command in a TSO environment, the command
is presented in uppercase (for example, NETSTAT).

* When describing how to use the command in a z/OS UNIX environment, the
command is presented in bold lowercase (for example, netstat).
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* When referring to the command in a general way in text, the command is
presented with an initial capital letter (for example, Netstat).

All of the exit routines described in this document are installation-wide exit routines.
You will see the installation-wide exit routines also called installation-wide exits,
exit routines, and exits throughout this document.

The TPF logon manager, although shipped with VTAM®, is an application
program. Therefore, the logon manager is documented separately from VTAM.

Samples used in this book might not be updated for each release. Evaluate a
sample carefully before applying it to your system.

For definitions of the terms and abbreviations used in this document, you can view
the latest IBM terminology at [the IBM Terminology Web site]

Clarification of notes

Information traditionally qualified as Notes is further qualified as follows:
Note Supplemental detail
Tip Offers shortcuts or alternative ways of performing an action; a hint

Guideline
Customary way to perform a procedure

Rule Something you must do; limitations on your actions

Restriction
Indicates certain conditions are not supported; limitations on a product or
facility

Requirement
Dependencies, prerequisites

Result Indicates the outcome

How to read a syntax diagram

This syntax information applies to all commands and statements that do not have
their own syntax described elsewhere.

The syntax diagram shows you how to specify a command so that the operating

system can correctly interpret what you type. Read the syntax diagram from left to
right and from top to bottom, following the horizontal line (the main path).

Symbols and punctuation

The following symbols are used in syntax diagrams:

Symbol
Description
> Marks the beginning of the command syntax.
> Indicates that the command syntax is continued.

[ Marks the beginning and end of a fragment or part of the command
syntax.

About this document XXV
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>< Marks the end of the command syntax.

You must include all punctuation such as colons, semicolons, commas, quotation
marks, and minus signs that are shown in the syntax diagram.

Commands

Commands that can be used in both TSO and z/OS UNIX environments use the

following conventions in syntax diagrams:

* When describing how to use the command in a TSO environment, the command
is presented in uppercase (for example, NETSTAT).

* When describing how to use the command in a z/OS UNIX environment, the
command is presented in bold lowercase (for example, netstat).

Parameters

The following types of parameters are used in syntax diagrams.

Required
Required parameters are displayed on the main path.

Optional
Optional parameters are displayed below the main path.

Default
Default parameters are displayed above the main path.

Parameters are classified as keywords or variables. For the TSO and MVS™ console
commands, the keywords are not case sensitive. You can code them in uppercase
or lowercase. If the keyword appears in the syntax diagram in both uppercase and
lowercase, the uppercase portion is the abbreviation for the keyword (for example,
OPERand).

For the z/OS UNIX commands, the keywords must be entered in the case
indicated in the syntax diagram.

Variables are italicized, appear in lowercase letters, and represent names or values
you supply. For example, a data set is a variable.

Syntax examples

In the following example, the USER command is a keyword. The required variable
parameter is user_id, and the optional variable parameter is password. Replace the
variable parameters with your own values.

»»—USER—user_id <
|—password—|

Longer than one line

If a diagram is longer than one line, the first line ends with a single arrowhead
and the second line begins with a single arrowhead.
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»—-I The first Tine of a syntax diagram that is longer than one line |-—>

>—-| The continuation of the subcommands, parameters, or both i »><

Required operands

Required operands and values appear on the main path line.

»>—REQUIRED_OPERAND ><

You must code required operands and values.
Optional values

Optional operands and values appear below the main path line.

|—OPERAND—|

You can choose not to code optional operands and values.
Selecting more than one operand

An arrow returning to the left above a group of operands or values means more
than one can be selected, or a single one can be repeated.

[N »<
>p <

Y __REPEATABLE_OPERAND OR VALUE_1
EREPEATABLE_OPERAND_OR_VALUE_Z—

REPEATABLE_OPER OR_VALUE_1——
REPEATABLE_OPER_OR_VALUE_2——

Nonalphanumeric characters

If a diagram shows a character that is not alphanumeric (such as parentheses,
periods, commas, and equal signs), you must code the character as part of the
syntax. In this example, you must code OPERAND=(001,0.001).

»»>—0PERAND—=—(—001—,—0.001—)

A\
A

Blank spaces in syntax diagrams

If a diagram shows a blank space, you must code the blank space as part of the
syntax. In this example, you must code OPERAND=(001 FIXED).

»»—OPERAND—=—(—001— —FIXED—)

v
A
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Default operands

Default operands and values appear above the main path line. TCP/IP uses the
default if you omit the operand entirely.

DEFAULT
-l ]

|—OPERAND—|

v
A

Variables

A word in all lowercase italics is a variable. Where you see a variable in the syntax,
you must replace it with one of its allowable names or values, as defined in the
text.

»>—variable ><

Syntax fragments

Some diagrams contain syntax fragments, which serve to break up diagrams that
are too long, too complex, or too repetitious. Syntax fragment names are in mixed
case and are shown in the diagram and in the heading of the fragment. The
fragment is placed below the main diagram.

»—-I Syntax fragment i ><

Syntax fragment:

|—lST_0PERAND—,—2ND_OPERAND—,—3RD_0PERAND |

Prerequisite and related information

z/0OS Communications Server function is described in the z/OS Communications
Server library. Descriptions of those documents are listed in
[Communications Server information” on page 923 |in the back of this document.

Required information

Before using this product, you should be familiar with TCP/IP, VTAM, MVS, and
UNIX System Services.

Related information

This section contains subsections on:

» |“Softcopy information” on page xxix|

* |“Other documents” on page xxix|

* |“"Redbooks” on page xxx

* [“Where to find related information on the Internet” on page xxxi|
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* |"Using LookAt to look up message explanations” on page xxxiil

* [“Using IBM Health Checker for z/0OS” on page xxxiii|

Softcopy information

Softcopy publications are available in the following collections:

Titles Order Description
Number

z/OS V1R9 Collection SK3T-4269 This is the CD collection shipped with the z/OS product. It includes
the libraries for z/OS VIR9, in both BookManager and PDF
formats.

z/OS Software Products SK3T-4270 This CD includes, in both BookManager and PDF formats, the

Collection libraries of z/OS software products that run on z/OS but are not
elements and features, as well as the Getting Started with Parallel
Sysplex® bookshelf.

z/OS VIR9 and Software SK3T-4271 This collection includes the libraries of z/OS (the element and

Products DVD Collection feature libraries) and the libraries for z/OS software products in
both BookManager and PDF format. This collection combines
SK3T-4269 and SK3T-4270.

z/OS Licensed Product Library | SK3T-4307 This CD includes the licensed documents in both BookManager and
PDF format.

IBM System z Redbooks SK3T-7876 The Redbooks selected for this CD series are taken from the IBM

Collection

Redbooks inventory of over 800 books. All the Redbooks that are of
interest to the zSeries platform professional are identified by their
authors and are included in this collection. The zSeries subject areas
range from e-business application development and enablement to
hardware, networking, Linux, solutions, security, parallel sysplex,
and many others.

Other documents

For information about z/OS products, refer to z/OS Information Roadmap
(SA22-7500). The Roadmap describes what level of documents are supplied with
each release of z/OS Communications Server, as well as describing each z/OS
publication.

Relevant RFCs are listed in an appendix of the IP documents. Architectural
specifications for the SNA protocol are listed in an appendix of the SNA
documents.

The following table lists documents that might be helpful to readers.

Title Number

DNS and BIND, Fourth Edition, O'Reilly and Associates, 2001 ISBN 0-596-00158-4
Routing in the Internet , Christian Huitema (Prentice Hall PTR, 1995) ISBN 0-13-132192-7
sendmail, Bryan Costales and Eric Allman, O'Reilly and Associates, 2002 ISBN 1-56592-839-3
SNA Formats GA27-3136

TCP/IP Illustrated, Volume I: The Protocols, W. Richard Stevens, Addison-Wesley ISBN 0-201-63346-9
Publishing, 1994

TCP/IP Illustrated, Volume 1I: The Implementation, Gary R. Wright and W. Richard ISBN 0-201-63354-X
Stevens, Addison-Wesley Publishing, 1995
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Title Number
TCP/IP Illustrated, Volume III, W. Richard Stevens, Addison-Wesley Publishing, 1995 |ISBN 0-201-63495-3
TCP/IP Tutorial and Technical Overview GG24-3376
Understanding LDAP S5G24-4986
z/OS Cryptographic Service System Secure Sockets Layer Programming 5C24-5901
z/OS Integrated Security Services LDAP Client Programming 5C24-5924
z/OS Integrated Security Services LDAP Server Administration and Use 5C24-5923
z/OS JES2 Initialization and Tuning Guide SA22-7532
z/OS Problem Management G325-2564
z/OS MV'S Diagnosis: Reference GA22-7588
z/OS MV'S Diagnosis: Tools and Service Aids GA22-7589
z/OS MVS Using the Subsystem Interface SA22-7642
z/OS Program Directory GI10-0670
z/OS UNIX System Services Command Reference SA22-7802
z/OS UNIX System Services Planning GA22-7800
z/OS UNIX System Services Programming: Assembler Callable Services Reference SA22-7803
z/OS UNIX System Services User’s Guide SA22-7801
z/OS XL C/C++ Run-Time Library Reference SA22-7821
System z9 and zSeries OSA-Express Customer’s Guide and Reference SA22-7935

Redbooks

The following Redbooks™ might help you as you implement z/OS

Communications Server.

Title Number
Communications Server for z/OS VI1R8 TCP/IP Implementation, Volume 1: Base 5G24-7339
Functions, Connectivity, and Routing

Communications Server for z/OS V1R8 TCP/IP Implementation, Volume 2: Standard 5G24-7340
Applications

Communications Server for z/OS VIR8 TCP/IP Implementation, Volume 3: High 5G24-7341
Awailability, Scalability, and Performance

Communications Server for z/OS V1R8 TCP/IP Implementation, Volume 4: Policy-Based | SG24-7342
Network Security

IBM Communication Controller Migration Guide 5G24-6298
IP Network Design Guide 5G24-2580
Managing 05/390 TCP/IP with SNMP S5G24-5866
Migrating Subarea Networks to an IP Infrastructure Using Enterprise Extender 5G24-5957
SecureWay Communications Server for OS/390 V2R8 TCP/IP: Guide to Enhancements 5G24-5631
SNA and TCP/IP Integration 5G24-5291
TCP/IP in a Sysplex 5G24-5235
TCP/IP Tutorial and Technical Overview GG24-3376
Threadsafe Considerations for CICS 5G24-6351
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Where to find related information on the Internet
z/0S

This site provides information about z/OS Communications Server release
availability, migration information, downloads, and links to information
about z/OS technology

http:/ /www.ibm.com /servers/eserver/ zseries/zos /|

z/OS Internet Library

Use this site to view and download z/OS Communications Server
documentation

|http: //www.ibm.com/servers/eserver/zseries/zos/bkserv/ |

IBM Communications Server product

The primary home page for information about z/OS Communications
Server

http:/ /www.software.ibm.com /network /commserver /|

IBM Communications Server product support

Use this site to submit and track problems and search the z/OS
Communications Server knowledge base for Technotes, FAQs, white
papers, and other z/OS Communications Server information

http:/ /www.software.ibm.com /network /commserver /support/|

IBM Systems Center publications

Use this site to view and order Redbooks, Redpapers, and Technotes

http:/ /www.redbooks.ibm.com /|

IBM Systems Center flashes

Search the Technical Sales Library for Techdocs (including Flashes,
presentations, Technotes, FAQs, white papers, Customer Support Plans,
and Skills Transfer information)

http:/ /www.ibm.com /support/techdocs /atsmastr.nsf]

RFCs

Search for and view Request for Comments documents in this section of
the Internet Engineering Task Force Web site, with links to the RFC
repository and the IETF Working Groups Web page

http:/ /www.ietf.org /rfc.htmll

Internet drafts

View Internet-Drafts, which are working documents of the Internet
Engineering Task Force (IETF) and other groups, in this section of the
Internet Engineering Task Force Web site

http:/ / www.ietf.org /ID.html|

Information about Web addresses can also be found in information APAR 1111334.

Note: Any pointers in this publication to Web sites are provided for convenience
only and do not in any manner serve as an endorsement of these Web sites.
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DNS Web sites

For more information about DNS, see the following USENET news groups and
mailing addresses:

USENET news groups
comp.protocols.dns.bind

BIND mailing lists
lhttp:/ /www.isc.org /ml-archives /|

BIND Users

* Subscribe by sending mail to bind-users-request@isc.org.

* Submit questions or answers to this forum by sending mail to
bind-users@isc.org.
BIND 9 Users (This list might not be maintained indefinitely.)
* Subscribe by sending mail to bind9-users-request@isc.org.

* Submit questions or answers to this forum by sending mail to
bind9-users@isc.org.

Using LookAt to look up message explanations

LookAt is an online facility that lets you look up explanations for most of the IBM
messages you encounter, as well as for some system abends and codes. Using
LookAt to find information is faster than a conventional search because in most
cases LookAt goes directly to the message explanation.

You can use LookAt from these locations to find IBM message explanations for

7/08S elements and features, z/VM®, VSE/ESA"™, and Clusters for AIX® and

Linux":

* The Internet. You can access IBM message explanations directly from the LookAt
Web site at |www.ibm.com /servers/eserver/zseries/zos/bkserv/lookat/ |

* Your z/OS TSO/E host system. You can install code on your z/OS systems to
access IBM message explanations using LookAt from a TSO/E command line
(for example: TSO/E prompt, ISPF, or z/OS UNIX System Services).

* Your Microsoft® Windows® workstation. You can install LookAt directly from the
z/0OS Collection (SK3T-4269) or the z/OS and Software Products DVD Collection
(SK3T-4271) and use it from the resulting Windows graphical user interface
(GUI). The command prompt (also known as the DOS > command line) version
can still be used from the directory in which you install the Windows version of
LookAt.

* Your wireless handheld device. You can use the LookAt Mobile Edition from
[www.ibm.com /servers/eserver/zseries / zos /bkserv /lookat/lookatm.html| with a
handheld device that has wireless access and an Internet browser (for example:
Internet Explorer for Pocket PCs, Blazer or Eudora for Palm OS, or Opera for
Linux handheld devices).

You can obtain code to install LookAt on your host system or Microsoft Windows
workstation from:

* A CD-ROM in the z/OS Collection (SK3T-4269).
* The z/OS and Software Products DVD Collection (SK3T-4271).

* The LookAt Web site (click Download and then select the platform, release,
collection, and location that suit your needs). More information is available in
the LOOKAT.ME files available during the download process.
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Using IBM Health Checker for z/OS

IBM Health Checker for z/OS is a z/OS component that installations can use to
gather information about their system environment and system parameters to help
identify potential configuration problems before they impact availability or cause
outages. Individual products, z/OS components, or ISV software can provide
checks that take advantage of the IBM Health Checker for z/OS framework. This
book might refer to checks or messages associated with this component.

For additional information about checks and about IBM Health Checker for z/OS,
see IBM Health Checker for z/OS: User’s Guide. Starting with z/OS V1R4, z/OS users
can obtain the IBM Health Checker for z/OS from the z/OS Downloads page at
|http: / /www.ibm.com/servers/eservers/zseries/zos/downloads/ |

SDSF also provides functions to simplify the management of checks. See z/OS
SDSF Operation and Customization for additional information.

How to send your comments

Your feedback is important in helping to provide the most accurate and
high-quality information. If you have any comments about this document or any
other z/OS Communications Server documentation:

* Go to the z/OS contact page at:

|http: //www.ibm.com/servers/eserver/zseries/zos/ webqs.htm]l

There you will find the feedback page where you can enter and submit your
comments.

¢ Send your comments by e-mail to comsvrcf@us.ibm.com. Be sure to include the
name of the document, the part number of the document, the version of z/OS
Communications Server, and, if applicable, the specific location of the text you
are commenting on (for example, a section number, a page number or a table
number).
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Summary of changes

Summary of changes
for GC31-8782-08
z/OS Version 1 Release 9

This document contains information previously presented in GC31-8782-07, which
supports z/OS Version 1 Release 8.

The information in this document includes descriptions of support for both IPv4
and IPv6 networking protocols. Unless explicitly noted, descriptions of IP protocol
support concern IPv4. IPv6 support is qualified within the text.

New information

 IPSec network security services, see:

— Selecting a trace, [Table 2 on page 8§

— [Chapter 10, “Diagnosing network security services (NSS) server problems,” on|

page 341]

— Establishing security associations problems, [Table 16 on page 321|

- [“Using the ipsec command” on page 714

* Policy-based routing (PBR), see [Chapter 4, “Diagnosing network connectivity
[problems,” on page 29|

+ Ping command detection of network MTU, see [“Using the Ping command” on|
page 37
« IPv6 scoped address architecture API, see [“Using the Ping command” on page|
* OSA-Express2 network traffic analyzer enhancements, see:
- ["OPTIONS syntax” on page 96|
— [‘Starting OSAENTA trace” on page 178
- ["Modifying options with VARY commands” on page 179

+ IPSec network management interface support, see |“Initialization problems” on|

* Source IP (SRCIP) enhancements, see(Chapter 11, “Diagnosing dynamic VIPA|
[and sysplex problems,” on page 351

* Support for WLM routing service enhancements for zAAP and zIIP, see
[for diagnosing sysplex problems” on page 352

* Allow the TN3270E Telnet server only in a separate address space, see
[Chapter 16, “Diagnosing Telnet problems,” on page 475

» Policy distribution services, see|’Diagnosing Policy Agent problems” on page
-647.

e AT-TLS API enhancements, see:

— AT-TLS return codes, [Table 61 on page 692]

— SIOCTTLSCTL error codes [Table 62 on page 696|
* IPSec processing on the zIIP, see:

- |“Steps for verifying IPSec processing on zIIP” on page 713

- [“Determining the Workload Manager service class associated with IPSed
workload being processed on zIIP” on page 714|
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e CICS sockets enhancements, see:

— [“Steps for diagnosing CICS listener not initialized” on page 808|

- [’Steps for diagnosing TCP/IP clients unable to connect” on page 809|
- [CICS shutdown hangs” on page 811|

* Enhance Netstat ALL/-A report to indicate sockets storage use, see
[determination” on page 842 |

* Health Checker enhancements, see|Appendix D, “IBM Health Checker for]
[z/0S,” on page 889)

Changed information

e The TCPIPCS ROUTE subcommand has been changed to add new parameters
for policy-based routing (PBR).

Deleted information
* Removed of QoS and IDS LDAPv2 schema

* The APPC Application Suite is removed from the z/OS VIR9 Communications
Server product and therefore documentation describing APPC Application Suite
support has been deleted.

This document contains terminology, maintenance, and editorial changes. Technical
changes or additions to the text and illustrations are indicated by a vertical line to
the left of the change.

You might notice changes in the style and structure of some content in this
document—for example, headings that use uppercase for the first letter of initial
words only, and procedures that have a different look and format. The changes are
ongoing improvements to the consistency and retrievability of information in our
documents.

Summary of changes
for GC31-8782-07
z/OS Version 1 Release 8

This document contains information previously presented in GC31-8782-06, which
supports z/OS Version 1 Release 7.

The information in this document includes descriptions of support for both IPv4
and IPv6 networking protocols. Unless explicitly noted, descriptions of IP protocol

support concern IPv4. IPv6 support is qualified within the text.

New information

 TCP/IP trace enhancements, see [“Analyzing abends” on page 25)

* Health Checker support:

— [“Specifying trace options at initialization” on page 60|

— [‘Specifying trace options after initialization” on page 68|
— [Appendix D, “IBM Health Checker for z/OS,” on page 889|

* Network address port translation traversal support for integrated IPSec/VPN:
— [‘OPTIONS syntax” on page 9¢|
— [Table 16 on page 321
— ['NAT traversal considerations” on page 33|

— [Figure 47 on page 373
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— [Figure 48 on page 374

- [‘Traversing a NAT” on page 882
* IPv6 support for integrated IPSec/VPN:
— [Figure 25 on page 213

— [“Steps for verifying IP security operation” on page 703

— [“Steps for verifying IP security policy enforcement” on page 710
— [Table 16 on page 321]

+ ARP and ND takeover message enhancements, see [“Sample output of thel
[TCPIPCS STATE subcommand” on page 234

« Automated domain name registration, see |Chapter 8, “Diagnosing problems withl
[the automated domain name registration application (ADNR),” on page 311 |

* OSA-Express network traffic analysis, see|“OSAENTA trace (SYSTCPOT)” on|
‘

* AES cryptographic support for integrated IPSec/VPN:
— [Table 16 on page 321|
- ["Main mode” on page 872|

— |Appendix E, “Related protocol specifications,” on page 891|

* Sysplex partitioning:

- [“Overview of diagnosing sysplex distributor problems” on page 351

— [“Steps for diagnosing sysplex problems” on page 352

— [“Steps for diagnosing problems with the SYSPLEX-wide ephemeral port]
assignment for distributed DVIPAs” on page 365

— [“Steps for diagnosing sysplex-wide security association (SWSA) problems” on|

page 371|

* Unreachable DVIPA detection and recovery:

— [Figure 32 on page 355

— [Figure 34 on page 356
— [Figure 35 on page 357
- [“Sample output of the TCPIPCS PROFILE subcommand” on page 221]

* Support intrusion detection services policy in flat file format, see
[IDS policy problems” on page 679

* FIP serviceability enhancements, see|“Documenting server problems” on page|

Changed information

* FTP locstat/status subcommands enhancements, see ["Documenting server
[problems” on page 434.|

+ IPv6 support for RPC, see [Chapter 24, “Diagnosing network database system|
[(NDB) problems,” on page 575]

Deleted information

* Support for version 1 networking service level agreement MIB is removed from
the z/OS VIR8 Communications server product, and therefore documentation
describing this support has been deleted.

* Support for z/OS Firewall Technologies is removed from the z/OS V1R8
Communications Server product.

. Ar1yNe’f® function is removed from the z/OS V1R8 Communications Server
product, and therefore documentation describing this support has been deleted.
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This document contains terminology, maintenance, and editorial changes. Technical
changes or additions to the text and illustrations are indicated by a vertical line to
the left of the change.

You might notice changes in the style and structure of some content in this
document—for example, headings that use uppercase for the first letter of initial
words only, and procedures that have a different look and format. The changes are
ongoing improvements to the consistency and retrievability of information in our
documents.

Summary of changes
for GC31-8782-06
z/OS Version 1 Release 7

This document contains information previously presented in GC31-8782-05, which
supports z/OS Version 1 Release 6.

The information in this document includes descriptions of support for both IPv4
and IPv6 networking protocols. Unless explicitly noted, descriptions of IP protocol
support concern IPv4. IPv6 support is qualified within the text.

This document refers to Communications Server data sets by their default SMP/E
distribution library name. Your installation might, however, have different names
for these data sets where allowed by SMP/E, your installation personnel, or
administration staff. For instance, this document refers to samples in SEZAINST
library as simply in SEZAINST. Your installation might choose a data set name of
SYS1.SEZAINST, CS390.SEZAINST or other high level qualifiers for the data set
name.

New information
* Application Transparent Transport Layer Security (AT-TLS)
TCPIPCS TTLS subcommand, see |"TCPIPCS TTLS” on page 274

— [Chapter 30, “Diagnosing Application Transparent Transport Layer Security]|
(AT-TLS),” on page 685

[“Policy definition problems” on page 648

Policy Agent support, see|“QoS policy” on page 644]
 File Transfer Protocol (FTP)

— FTP security server enhancements, see [“Server rejects password” on page 452.|
* IP security

— IPv4 Integrated IPSec/ VPN support information, see [“TCPIPCS IPSEC” on|
page 210 | diagnostic steps in |Chapter 4, “Diagnosing network connectivityj
broblems,” on page 29 |[Chapter 31, “Diagnosing IP security problems,” on

age 699 ||Chapter 9, “Diagnosing IKE daemon problems,” on page 319 and
Appendix C, “IKE protocol details,” on page 871

— IKE daemon, see |[Chapter 9, “Diagnosing IKE daemon problems,” on page 319|
and |[Appendix C, “IKE protocol details,” on page 871]

— NAT Traversal support for Integrated IPSec/ VPN traffic, see ["TCPIPCS
[[PSEC” on page 210.|

* HiperSockets

— IPv6 support for HiperSockets™, see [“Packet trace (SYSTCPDA) for TCP/IP|
lstacks” on page 92|

* Routing
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— Optimized Routing for sysplex distributor, see [‘Steps for diagnosing sysplex]
[routing problems” on page 375/
» CTRACE optimization, see [Table 11 on page 63|

+ 2z/0S Load Balancing Advisor, see |Chapter 7, “Diagnosing problems with the|
|z /OS Load Balancing Advisor,” on page 305,

Changed information
- CICS

— CICS® sockets enhancements, see [Chapter 37, “Diagnosing problems with IP|
[CICS sockets,” on page 807)

¢ IP security

— Diagnosing Policy Agent problems, see [“Overview” on page 643

— Policy Agent support for AT-TLS, see [“Policy definition problems” on pagé
648,

— IPv4 integrated IPSec/VPN support information, see [Table 11 on page 63

— Extensive additions for IPv4 Policy Agent support for IPSec, see |Chapter 27,
[‘Diagnosing Policy Agent problems,” on page 643.|

¢ QDIO OSA Express segmentation offload, see [“Formatting packet traces using
[IPCS” on page 95/

* Promotion of the use of IP6 global unicast addresses

Site-local addresses were designed to use private address prefixes that could be
used within a site without the need for a global prefix. Until recently, the full
negative impacts of site-local addresses in the Internet were not fully
understood. The IETF has deprecated the special treatment given to the site-local
prefix. Because of this, it is preferable to use global unicast addresses. This
means we are replacing addresses and prefixes that use the site-local prefix
(fec0::/10) with ones that use the global prefix for documentation
(2001:0DB8::/32).

Deleted information
¢ OROUTED was removed from this release.

This document contains terminology, maintenance, and editorial changes. Technical
changes or additions to the text and illustrations are indicated by a vertical line to
the left of the change.

You might notice changes in the style and structure of some content in this
document—for example, headings that use uppercase for the first letter of initial
words only, and procedures that have a different look and format. The changes are
ongoing improvements to the consistency and retrievability of information in our
documents.
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Part 1. General diagnosis information
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Chapter 1. Overview of diagnosis procedure

To diagnose a problem suspected to be caused by z/OS Communications Server,
first identify the problem, then determine if it is a problem with TCP/IP. If the
problem is TCP/IP-related, gather information about the problem so that you can
report the source of the problem to the IBM Software Support Center.

With this information, you can work with IBM Software Support Center
representatives to solve the problem. This document helps you identify the source
of the problem.

[Figure 1 on page 4 summarizes the procedure to follow to diagnose a problem. The
text following the figure provides more information about this procedure.
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Diagnosis
Procedure

Use information in
Chapter 3 to document
the problem.

Is
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Go to the diagnosis
guide for the device
or application with
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resolved?
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Support Center.

Does

IBM Support
Center supply
a solution?

IBM Support Center
creates an APAR.

A 4

9] Solution is developed
by the IBM
Support Center.
v
m
Apply the solution.

Figure 1. Overview of the diagnosis procedure

Steps for diagnosing problems

4

Before you begin: You need to know if the source of the problem is TCP/IP.

Perform the following steps to diagnosis a problem.
1. Check sources for diagnostic information.

Various messages appearing in the console log or in the SYSPRINT or
SYSERROR data sets, together with alerts and diagnostic aids, provide
information that helps you to find the source of a problem. You should also
check syslogd output, and syslog deamon messages, and be prepared to
provide this information to the IBM Software Support Center. If the problem
is with TCP/IP, go to Step [} ; otherwise, go to Step H.
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. Check appropriate books.

Refer to the diagnosis guide of the hardware device or software application
that has the problem.

Gather information.

See [Chapter 2, “Selecting tools and service aids,” on page 7/ for a detailed
explanation of diagnostic procedures and how to collect information relevant
to the problem.

Try to solve the problem.
If you cannot solve the problem, go to Step [

The diagnosis task is completed.

The problem has been solved.

Report the problem to the IBM Software Support Center.

After you have gathered the information that describes the problem, report it
to the IBM Software Support Center. If you are an IBMLink "~ user, you can
perform your own RETAIN® searches to help identify problems. Otherwise, a
representative uses your information to build keywords to search the
RETAIN database for a solution to the problem.

Alternatively, go to http:/ /www.ibm.com/software/network/commserver/
support/.

The object of this keyword search using RETAIN is to find a solution by
matching the problem with a previously reported problem. When IBM
develops a solution for a new problem, it is entered into RETAIN with a
description of the problem.

Work with IBM Support Center representatives.

If a keyword search matches a previously reported problem, its solution
might also correct this problem. If so, go to Step . If a solution to the
problem is not found in the RETAIN database, the IBM Software Support
Center representatives continues to work with you to solve the problem. Go

to Step H.

Create an APAR.

If the IBM Software Support Center does not find a solution, they create an
authorized program analysis report (APAR) in the RETAIN database.

A solution is developed by the IBM Software Support Center.

Using information supplied in the APAR, IBM Software Support Center
representatives determine the cause of the problem and develop a solution
for it.

Apply the solution.
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Apply the corrective procedure supplied by the IBM Software Support
Center to correct the problem.

Go to Step [f] to verify that the problem is corrected. You know you are done
when the problem is corrected.
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Chapter 2. Selecting tools and service aids

This topic introduces the tools and service aids that z/OS Communications Server
provides for diagnosis. As used in this document, the term fools includes dumps
and traces, while the term service aids includes all other facilities provided for
diagnosis.

For example:
¢ SVC dump and system trace are tools.
* LOGREC data set and IPCS are service aids.

The following information is discussed in this topic:

“How do I know which tool or service aid to select?”|lists problem types and
matches them with the appropriate tool or service aid. Use this topic to select
the tool or service aid you need for a particular problem.

« [“Overview of available tools and service aids” on page 13| describes each tool
and service aid, including when to use it for diagnosis. Use this topic when you
need an overview of tools and service aids, or to find the appropriate time to
use a particular tool or service aid.

[“Submitting documentation through mailed tape” on page 19| describes the
guidelines for submitting machine-readable documentation.

[“Methods for submitting documentation” on page 20| describes how to send
documentation electronically to IBM using FTP or e-mail.

* [“Necessary documentation” on page 22 lists the documentation you need to
gather before contacting the IBM Software Support Center.

How do | know which tool or service aid to select?

This section describes the criteria for selecting a tool or service aid.

Your choice depends on one of the following:

Problem or need See

Selecting a dump [Table 1 on page §|

Selecting a TCP/IP services component trace [Table 2 on page §|

Selecting a service aid [Table 3 on page 12|

The tables show the problem, the corresponding tool or service aid, and the topic
or document that covers it in more detail. Use these tables to find a tool or service
aid quickly.

See [“Submitting documentation through mailed tape” on page 19| for information
about submitting dumps and traces to the IBM Software Support Center.

Tip: The traces given in this document are only examples. Traces in your
environment can differ from these examples because of different options selected.

Selecting a dump
Base your choice of dumps on the criteria given in [Table 1 on page 8|
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Table 1. Selecting a dump

If the problem is ...

Then use this type of dump

Abnormal end of an authorized program or a problem
program.

ABEND dump

See | Analyzing abends” on page 25| for detailed
information.

TCP/IP server or client address space stops processing
or is stopped by the operator because of slowdown or
looping condition.

SVC dump

The SVC dump is created using the DUMP command.

See [‘Analyzing loops” on page 26| for detailed
information.

You can now perform the steps for the decision you have made.

Selecting a trace

Base your choice of traces on the criteria given in

Table 2. Selecting a trace

If the problem is ... command

Then use this type of trace or

Trace output location

Load balancing using the z/OS Load
Balancing Advisor

Log file

See [Chapter 7, “Diagnosing problemsg
with the z/OS Load Balancing]
Advisor,” on page 305 for more
information.

syslogd

Network connectivity

See [Chapter 4, “Diagnosing network|

Ping, Netstat ARP/-R

For information on Ping, see |”Usina

Not applicable

lconnectivity problems,” on page 29

[the Ping command” on page 37| For

for detailed information.

information on Netstat ARP/-R, see

[“Netstat ARP/-R” on page 42

Packet trace

CTRACE managed data set

See [Chapter 5, “TCP/IP services|

[traces and IPCS support,” on page 47]

trace.

for detailed information about packet

Dynamic VIPA or Sysplex

Distributor option

See |Chapter 11, “Diagnosing dynamic|
VIPA and sysplex problems,” on pagel
351| for detailed information.

Component Trace (SYSTCPIP) XCF

TCP/IP address space or external
writer

TCP/IP socket application

Component Trace (SYSTCPIP)

TCP/IP address space or external

option

See ['LPR client traces” on page 387]
for detailed information.

SOCKAPI option writer
See [“Socket API traces” on page 73|
for detailed information.
LPR client LPR command with the TRACE sysout
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Table 2. Selecting a trace (continued)

If the problem is ...

Then use this type of trace or
command

Trace output location

LPD server

See ['LPD server traces” on page 393
for detailed information.

See[“LPD server traces” on page 393
for ways to activate traces.

SYSPRINT

z/OS UNIX FTP server

See [Chapter 14, “Diagnosing File|

[Transfer Protocol (FTP) problems,” on|

|Eage 402| for detailed information.

z/0S UNIX FTP server trace

Server traces appear on the console if
syslogd is not started. If it is started,

traces appear in the file designated in
the syslog.conf file. Refer to the[z/O9

Communications Server: 11

Configuration Guide|for detailed

information about syslogd.

z/OS UNIX Telnet Seekzhapter 15,|

“Diagnosing z/0S UNIX Telnet|

daemon (otelnetd) problems,” on|

[page 459] for detailed information.

z/0S UNIX Telnet traces

syslogd

TN3270E Telnet server

See [Chapter 16, “Diagnosing Telnet]

|problems," on page 475|for detailed
information.

Telnet traces

Telnet address space or external
writer

SMTP

See [“SMTP RESOLVER trace” on|

|}3age 503| for detailed information.

Resolver Trace (see also |”Debuggin§|

with a resolver directive” on pag

555)

Job log output

Popper

See [Chapter 18, “Diagnosing z/09

[UNIX sendmail and popper|

Iproblems,” on page 507| for detailed
information.

Popper Messages

syslogd

SNALINK LU0

See [Chapter 19, “Diagnosing|

SNALINK LUO problems,” on page]

517| for detailed information.

IP Packet Trace

CTRACE managed data set

Debug Trace

SNALINK LUO address space

SNALINK LU6.2

See [Chapter 20, “Diagnosing|

SNALINK LU6.2 problems,” on page]

525|for detailed information.

TRACE DETAIL ALL

SYSPRINT

IP Packet Trace

CTRACE managed data set

TCP/IP Internal Trace CTRACE
managed data set

CTRACE managed data set

VTAM Buffer Trace

GTF managed data set, refer to[z/O8)]

Communications Server: SNA Diagnosis|

Vol 1, Technigues and Procedures| for

detailed information.

Dynamic domain name system
(DDNS)

See [Chapter 21, “Diagnosing name|

server and dynamic domain name|

server (DDNS) problems,” on page|

549| for detailed information.

Error messages

syslogd

Resolver Trace

Job log output

TCP/IP component trace

CTRACE managed data set
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Table 2. Selecting a trace (continued)

If the problem is ...

Then use this type of trace or
command

Trace output location

z/OS UNIX REXEC

See [Chapter 23, “Diagnosing z/0S
[UNIX REXEC, RSH, REXECD, and
RSHD problems,” on page 569

z/0S UNIX REXEC debug trace

syslogd

z/OS UNIX REXECD

See [Chapter 23, “Diagnosing z/0S
[UNIX REXEC, RSH, REXECD, and
RSHD problems,” on page 569

z/0S UNIX REXECD debug trace

syslogd

z/OS UNIX RSHD

See [Chapter 23, “Diagnosing z/0
[UNIX REXEC, RSH, REXECD, and|
RSHD problems,” on page 569)

z/0S UNIX RSHD debug trace

syslogd

Network database system (NDB)

See [Chapter 24, “Diagnosing network|
|[database system (NDB) problems,” on|
|Eage 575| for detailed information.

NDB Trace

Job log output

X Windows and Motif

See [Chapter 25, “Diagnosing X|
[Window System and Motif
|problems,” on page 591| for detailed
information.

XWTRACE and XWTRACEC

(environment variables)

stderr

SNMP

See [Chapter 26, “Diagnosing Simple|
INetwork Management Protocoll
[(SNMP) problems,” on page 595 for
detailed information.

Manager Traces

Console (snmp) or SYSPRINT
(NetView® SNMP)

* SNMP Agent Traces

* TCP/IP Subagent Traces

* OMPROUTE Subagent Traces

* Network SLAPM2 Subagent Traces
* TNB3270E Telnet Subagent Traces

* TRAPFWD Traces

syslogd

Daemon (TRMD)

See [Chapter 29, “Diagnosing intrusion|
|[detection problems,” on page 679|for
detailed information.

Policy Agent Log file Refer to the /OS Communications|
|Server: IP Confiquration Guide|for

See [Chapter 27, “Diagnosing Policy] detailed information.

|Agent problems,” on page 643|for

detailed information.

RSVP Agent Log file Refer to the p/OS Communications|
|Server: 1P Configuration Guide|for

See [Chapter 28, “Diagnosing RSVH] detailed information.

lagent problems,” on page 665| for

detailed information.

Traffic Regulator Management Log file syslogd
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Table 2. Selecting a trace (continued)

If the problem is ...

Then use this type of trace or
command

Trace output location

IKE daemon

See [Chapter 9, “Diagnosing IKE|

|[daemon problems,” on page 319,

Component trace

For detailed information about IKE

daemon component trace, see

“TCP/IP services component trace|

for the IKE daemon” on page 336,

CTRACE managed data set

Log file

For detailed information about
obtaining IKE daemon debug log
information, see [“Obtaining syslog]

debug information for the IKE]

daemon” on page 335

syslogd

Network security services (NSS)
server

See [Chapter 10, “Diagnosing network|

lsecurity services (NSS) server]|

|problems,” on page 341)

Component trace

For detailed information about

network security services (NSS)

server component trace, see|“TCP /I

CTRACE managed data set

services component trace for thel

network security services (NSS)|

server” on page 346/

Log file

For detailed information about

obtaining network security services
(NSS) server debug log information,

see [‘Obtaining syslog debug]

syslogd

information for the network security|

service server” on page 343.|

OMPROUTE

See [Chapter 32, “Diagnosing]

[OMPROUTE problems,” on page 719/

Component trace

For detailed information about

OMPROUTE Component Trace, see

“TCP /TP services component trace

for OMPROUTE” on page 737/

CTRACE managed data set

OMPROUTE Trace stdout
For detailed information, see
“OMPROUTE traces and debug]|
information” on page 724
NCPROUTE NCPROUTE Traces SYSPRINT
See [Chapter 33, “Diagnosing]
[NCPROUTE problems,” on page 743
for detailed information.
X.25 NPSI Server activity log SYSPRINT

See [Chapter 34, “Diagnosing X.25|

[NPSI problems,” on page 769|for

detailed information.

Chapter 2. Selecting tools and service aids
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Table 2. Selecting a trace (continued)

If the problem is ... command

Then use this type of trace or

Trace output location

ms™ IP Packet Trace

CTRACE managed data set

See [Chapter 35, “Diagnosing IMS|

TCP/IP Internal Trace

CTRACE managed data set

[problems,” on page 779 for detailed | IMS Trace

Refer to the IMS Version 8: Utilities|

information. |Reierence: stteﬂ for detailed
information.
CICS CICS external trace data set Refer to the CICS/ESA® 5.2 Problem

(auxtrace)

See [Chapter 37, “Diagnosing|

Determination Guide for detailed
information.

roblems with IP CICS sockets,” on|
age 807 for detailed information.

TCP/IP Internal trace

CTRACE managed data set

Express Logon Log file

See [Chapter 38, “Diagnosing|
roblems with Express Logon,” on|
age 813 for detailed information.

syslogd

Resolver Trace Resolver

See [Chapter 39, “Diagnosing resolver|

SYSPRINT or stdout

Iproblems,” on page 817 for detailed
information.

Resolver Internal trace

CTRACE managed data set

You can now perform the steps for the decision you have made.

Selecting a service aid

Base your choice of service aid on the criteria given in [Table 3

Table 3. Selecting a service aid

If the problem is...

Then use this type of service aid

System or hardware problem: need a starting point for
diagnosis or diagnosis requires an overview of system
and hardware events in chronological order.

[LOGREC data set or EREP|

Refer to[z/OS MVS Diagnosis: Tools and Service Aidd for
detailed information.

Information about the contents of load modules and
program objects or a problem with modules on the
system.

AMBLIST]

Refer to[z/0S MVS Diagnosis: Tools and Service Aidd for
detailed information.

Diagnosis requires a trap to catch problem data while a
program is running. The DISPLAY TCPIP,STOR
command can be used to help set a SLIP trap.

Service Level Indication Processing (SLIP)

Refer to|z/OS MVS System Commands| for detailed
information.

Diagnosis requires formatted output of problem data,
such as a dump or trace.

IPCS

Refer to[z/0S MVS IPCS User’s Guide|for detailed
information.

You can now perform the steps for the decision you have made.
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Overview of available tools and service aids

This section provides an overview of the tools and service aids in detail. The
sections that follow contain a brief description of each tool or service aid, reasons
why you would use it, and a reference to the topic or document that covers the
tool or service aid in detail. (Most of the detailed information on tools and service
aids is in this document.)

A description of tools and service aids are included in the following sections:

* Dumps, see [Table 4]

» Traces, see [Table 5 on page 14|

* First Failure Support Technology™”, see [“First Failure Support Technologyl
[(FEST)” on page 16|

+ Display commands, see ['Display commands” on page 18|

* System service aids, see [Table 6 on page 18|

In the tables that follow, the dumps, traces, or service aids are listed by frequency
of use.

Tip: The traces given in this document are only examples. Traces in your
environment can differ from these examples because of different options selected.

Dumps

describes the types of available dumps.

Table 4. Description of dumps

Type of dump

Description

ABEND dumps

Use an ABEND dump when ending an authorized program or a problem
program because of an uncorrectable error. These dumps show:

* The virtual storage for the program requesting the dump.

* System data associated with the program.

The system can produce three types of ABEND dumps— SYSABEND,
SYSMDUMP, and SYSUDUMP. Each one dumps different areas. Select the
dump that gives the areas needed for diagnosing your problem. The
IBM-supplied defaults for each dump are:

* SYSABEND dumps. The largest of the ABEND dumps, containing a
summary dump for the failing program plus many other areas useful for
analyzing processing in the failing program.

* SYSMDUMP dumps. Contains a summary dump for the failing program,
plus some system data for the failing task. In most cases, SYSMDUMP
dumps are recommended, because they are the only ABEND dumps that
are formatted with IPCS.

* SYSUDUMP dumps. The smallest of the ABEND dumps, containing only
data and areas about the failing program.

Reference: Refer to[z/OS MV'S Diagnosis: Tools and Service Aids|for more
information about{ABEND|
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Table 4. Description of dumps (continued)

Type of dump

Description

SVC dumps SVC dumps can be used in two different ways:
* Most commonly, a system component requests an SVC dump when an
unexpected system error occurs, but the system can continue processing.
* An authorized program or the operator can also request an SVC dump
when diagnostic data is needed to solve a problem.
SVC dumps contain a summary dump, control blocks, and other system
code, but the exact areas dumped depend on whether the dump was
requested by a macro, command, or SLIP trap. SVC dumps can be analyzed
using IPCS.
Reference: Refer to|z/OS MVS Diagnosis: Tools and Service Aids|for detailed
information.
If a console dump or SLIP is requested:
* Capture the OMVS and (if applicable) affected application address spaces
as well as TCP/IP.
* Include all TCP/IP data spaces.
* SDATA specification should contain the RGN, TRT, PSA, SUM, CSA and
SQA keywords (at minimum).
FFST" dumps FFST dumps fall into two categories: SDUMPs (full dumps) and FFST

minidumps (partial dumps). The type of dump produced depends on the
characteristics of the probe that produced it.

* FFST uses the operating system SDUMP macroinstruction to provide a
full dump of the address space where the problem occurred.

* If the SDUMP option has not been coded for the probe triggering the
dump, an FFST minidump is written to the output data set. The probe
output data for the TCP/IP minidumps are found in data sets that were
allocated when FFST was installed.

Stand-alone dumps

Use a stand-alone dump when:

* The system stops processing.

* The system enters a wait state with or without a wait state code.
* The system enters an instruction loop.

* The system is processing slowly.

These dumps show central storage and some paged-out virtual storage
occupied by the system or stand-alone dump program that failed.
Stand-alone dumps can be analyzed using IPCS.

See | Analyzing loops” on page 26| for detailed information.

Traces

describes the types of available traces.

Table 5. Description of traces

Type of trace

Description

Component trace

Use a component trace when you need trace data to report a client/server
component problem to the IBM Software Support Center. Component
tracing shows processing between the client and server.

Reference: See [Chapter 5, “TCP/IP services traces and IPCS support,” on|
[page 47 for detailed information.
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Table 5. Description of traces (continued)

Type of trace

Description

Data trace Use a data trace to trace socket data (transforms) into and out of the
physical file structure (PFS).
Reference: See [‘Data trace (SYSTCPDA) for TCP/IP stacks” on page 142|for
detailed information.

GTF trace Use a Generalized Trace Facility (GTF) trace to show system processing

through events occurring in the system over time. The installation controls
which events are traced.

Use GTF when you are familiar enough with the problem to pinpoint the
one or two events required to diagnose your system problem. GTF can be
run to an external data set.

Reference: Refer tolz/OS MVS Diagnosis: Tools and Service Aids|for more
information about |GTF]

Master trace

Use the master trace to show the messages to and from the master console.
Master trace is useful because it provides a log of the most recently issued
messages. These can be more pertinent to your problem than the messages
accompanying the dump itself.

You can either accept a dump or write this trace to GTFE.

Reference: Refer to[z/OS MVS Diagnosis: Tools and Service Aids|for detailed
information.

OSAENTA trace

Use a OSA-Express network traffic analysis trace to obtain traces of IP
packets flowing from and into TCP/IP on a z/OS Communications Server
host. The OSAENTA statement lets you copy IP packets as they enter or
leave OSA-Express adapter, and then examine the contents of the copied
packets.

While the packet trace collects data records that flow over the links, the
OSAENTA trace collects data records that flow from the network through
the OSA adapter.

Reference: See |[Chapter 5, “TCP/IP services traces and IPCS support,” on|
[page 47 for detailed information.

Packet trace

Use a packet trace to obtain traces of IP packets flowing from and into
TCP/IP on a z/OS Communications Server host. The PKTTRACE statement
lets you copy IP packets as they enter or leave TCP/IP, and then examine
the contents of the copied packets.

While the component trace function collects event data about TCP/IP
internal processing, packet trace collects data records that flow over the
links.

Reference: See [Chapter 5, “TCP/IP services traces and IPCS support,” on|
[page 47 for detailed information.

System trace

Use system trace to see system processing through events occurring in the
system over time. System tracing is activated at initialization and, typically,
runs continuously. It records many system events, with minimal details
about each. The events traced are predetermined, except for branch tracing.

You can either take a dump or write this trace to GTF.

Reference: Refer to|z/OS MVS Diagnosis: Tools and Service Aids|for detailed
information.
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Table 5. Description of traces (continued)

Type of trace

Description

VTAM trace

z/0S Communications Server uses two VTAM components, CSM and MPC.
VTAM traces contain entries for many TCP/IP events, especially I/O and
storage requests.

Reference: Refer to|z/OS Communications Server: SNA Diagnosis Vol 2, FFST|
[Dumps and the VIT|for detailed information.

z/OS UNIX applications z/0OS UNIX applications send debug and trace output to syslogd. For more

information on individual components, such as z/OS UNIX FTP or z/OS
UNIX SNMP, refer to those topics in this manual.

ITRACE initiated from TCPIP PROFILE processing

Reference: Refer to the |z/OS Communications Server: IP Configuration Guide|
for more detailed information about syslogd.

First Failure Support Technology (FFST)

First Failure Support Technology (FFST) is a licensed program that captures
information about a potential problem when it occurs. See |[Appendix A, “First|
[Failure Support Technology (FFST),” on page 845 for descriptions of the various
FEST probes contained in TCP/IP.

Note: For a complete description of FFST commands, refer to the |[FFST/MVS
[FEST/VM Operations Guide)

When a problem is detected, a software probe is triggered by TCP/IP. FFST then
collects information about the problem and generates output to help solve the
problem. Based on the options active for the probe, you get a dump and a generic
alert. See [“Generic alert” on page 17 for information on generic alerts. You also get
the FFST “EPW” message group.

FFST dumps

Each TCP/IP Services FFST probe can trip up to five times in five minutes before it
is automatically turned off. Only one of the five dumps is produced, thereby
limiting the number of dumps that you get if a recurring problem triggers a probe.

You get either an SDUMP (full dump) or an FFST minidump (partial dump)
depending on the characteristics of the probe that is triggered.

FFST saves the TCP/IP minidump on a dynamically allocated sequential data set.
The TCP/IP Services FFST full dump (SDUMP) is saved on SYSLDUMPx data sets.
You must specify the volume serial number and the UNIT identification
information for this data set. Provide this information to FFST on a DD statement
in the FFST installation procedure or in the FFST startup command list installed at
system installation. A startup command list contains MVS commands to control
FFST.

SDUMP

The SDUMP option is coded in the probe; FFST uses the operating system SDUMP
macroinstruction to provide a full dump of the address space where the potential
problem occurred.
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Formatting an SDUMP

Use the standard IPCS dump formatting and viewing facilities to access the dump.
If you use the EPWDMPEM clist to format a full dump, message EPW9561E, NOT A
VALID FFST DUMP is issued.

FFST minidump

If the SDUMP option has not been coded for the probe triggering the dump, an
FFST minidump is written to the output data set. The probe output data for the
TCP/IP minidumps are found in the data sets that were allocated when FFST was
installed.

Formatting an FFST minidump

Use the dump formatting CLIST, EPWDMPEM, to format your TCP/IP Services
FFST minidump. EPWDMPEM formats your minidump and writes it to a data set
you can view online or print using the IEBPTPCH utility program.

Generic alert
A software generic alert is built from the symptom record and routed to the
NetView program, if installed. The generic alert contains the following:

e Date and time that the probe was triggered
¢ System name from the CVTSNAME field
* Product name (TCP)

* Component identifier and the release number of the product triggering the
probe

¢ Hardware identification information:

Machine type
Serial number

— Model number
Plant code

* Dump data set and volume, if a dump was taken

¢ Probe statement
+ Statement description
* Probe statement severity level

The symptom string
The primary symptom string contains the following data supplied by TCP/IP:

¢ PIDS/component IP. The TCP/IP component identifier.

* LVLS/level. The TCP/IP specification for the product level.
* PCSS/Probe ID. From the probe that was triggered.

* PCSS/FULL or MINL Type of dump taken.

* RIDS. Module name from the probe that was triggered.

FFST console

The following is a sample for a console listing for FFST. In this sample, the FFST
program console message group “EPW” shows information that a probe has been
triggered and that the data is being collected. The EPW04041 message contains the
primary symptom string for TCP/IP.
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EPWO401I
EPWO4061
EPWO4021I
EPWO4041
EPWO4041
EPWO701I

FFST390: EVENT DETECTED BY TCP FOR PROBEID EZBXFCO5
DUMP DATASET IS: SYSTEM DUMP DATA SET

PRIMARY SYMPTOM STRING FOR PROBEID EZBXFCO5 FOLLOWS:
PIDS/5655HALOO LVLS/50A PCSS/EZBXFCO5 PCSS/FULL
RIDS/EZBXFMSO

END OF MESSAGE GROUP

Display commands

Display commands can be useful tools and service aids. This section provides a
brief description of the DISPLAY TCPIP,STOR command. For detailed information
about this command, refer to the [z/OS Communications Server: IP System]

|Administrator’s Commands|

DISPLAY TCPIP,,.STOR

Use the DISPLAY TCPIP,STOR command to display the location and level of a
TCP/IP stack module, which verifies that the load module has the appropriate
service level.

System service aids
lists the service aids supported by z/OS Communications Server.

Table 6. Description of service aids

Type of service aid

Description

AMBLIST

Use AMBLIST when you need information about the contents of load
modules and program objects or you have a problem related to the modules
on your system. AMBLIST is a program that provides extensive data about
modules in the system, such as a listing of the load modules, map of the
CSECTs in a load module or program object, list of modifications in a
CSECT, map of modules in the LPA, and a map of the contents of the
DAT-on nucleus.

Reference: Refer to the z/OS MVS Diagnosis: Tools and Service Aids|for more
information about{AMBLIST|

Common storage tracking

Use common storage tracking to collect data about requests to obtain or free
storage in CSA, ECSA, SQA, and ESQA. This is useful to identify jobs or
address spaces using an excessive amount of common storage or ending
without freeing storage.

Use Resource Measurement Facility* (RMF¥) or the IPCS VERBEXIT
VSMDATA subcommand to display common storage tracking data.

References:
* Refer to the[z/OS RMF User’s Guidel for more information about RMF™".

* Refer to the|z/OS MVS Initialization and Tuning Guidd for detailed
information about requesting common storage tracking.

* Refer to the VSM topic of the|z/OS MVS IPCS User’s Guide|for
information about the IPCS VERBEXIT VSMDATA subcommand.
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Table 6. Description of service aids (continued)

Type of service aid

Description

Dump suppression

Dump Suppression allows an installation to control dump analysis and
elimination (DAE) processing, which suppresses dumps that it considers
unnecessary because they duplicate previously taken dumps. DAE
suppresses ABEND dumps that would be written to a SYSMDUMP data set
(SYSMDUMPs), Transaction dumps (IEATDUMP), and SVC dumps, when
the symptom data of a dump duplicates the symptom data of a dump of the
same dump type previously taken. DAE uses the ADYSETxx parmlib
member to determine the actions DAE is to perform.

Tip: Consider the SUPPRESSALL statement in ADYSETxx, if dumps are to
be considered for suppression. Do this because the Communications Server
IP Recovery Routines do not always specify the VRADAE Key in the
SDWA (system diagnostic work area) when requesting a dump.

Refer to the |z/OS MVS Initialization and Tuning Guidd for more information
about requesting dump suppression.

IPCS

Use IPCS to format and analyze dumps, traces, and other data. IPCS
produces reports that can help in diagnosing a problem. Some dumps, such
as SNAP, SYSABEND, and SYSUDUMP ABEND dumps, are preformatted
and are not formatted using IPCS.

Reference: Refer to the [z/OS MVS IPCS User’s Guide for detailed
information.

LOGREC data set

Use the LOGREC data set as a starting point for problem determination.
The system records hardware errors, selected software errors, and selected
system conditions in the LOGREC data set. LOGREC information gives you
an idea of where to look for a problem, supplies symptom data about the
failure, and shows the order in which the errors occurred.

Reference: Refer to the z/OS MVS Diagnosis: Tools and Service Aids| for
detailed information.

SLIP traps

Use serviceability level indication processing (SLIP) to set a trap to catch
problem data. SLIP can intercept program event recording (PER) or error
events. When an event that matches a trap occurs, SLIP performs the
problem determination action that you specify:

* Requesting or suppressing a dump

* Writing a trace or a LOGREC data set record

* Giving control to a recovery routine

* Putting the system in a wait state

Reference: Refer to the SLIP command in |z/OS MVS System Commands|for
detailed information.

Submitting documentation through mailed tape

Submitting documentation electronically is preferred whenever possible. If, after
talking to the IBM Support Center representative about a problem, it is decided
that documentation should be submitted to the TCP/IP support team, and
electronic submission is not possible, documentation can be submitted on a tape.
Documentation on tape can be handled most efficiently by the IBM Support Center
if it conforms to the following guidelines.

Tip: Trace data and dumps created by TCP/IP can contain user IDs, passwords,

and other sensitive information. The trace data files should be protected to prevent
disclosure. As an example, packet trace of the FTP port 21 used to control FTP
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sessions contains user IDs and passwords in clear text. However, a customer can
use Secure Socket Layer for FTP and for TELNET. The Packet Trace (V
TCPIP,PKTTRACE) command can be RACF® protected.

Guidelines: When preparing documentation on tape for submission in an MVS
environment, the follow these guidelines:

* Submit the dumps and traces in their original format.

— For dumps:
Dump data should not be formatted in any way prior to or during the
transfer of the dump data set.
The DCB parameters of the dump data set should not be changed. The
DCB parameters should be:
LRECL=4160, BLKSIZE= n*4160, RECEM=FBS (for z/OS CS) - where n
islto?7.

— For external CTRACE, IP packet trace, and data trace:
CTRACE data should not be formatted in any way prior to or during the
transfer of the data set. DCB parameters of the CTRACE data set should
not be changed.

The IPCS commands COPYDUMP and COPYTRC can also be used. For
more information, refer to the f/OS MVS IPCS Commands,

— For GTF traces:
GTF trace data should be copied using IEBGENER only.
DCB parameters of the GTF data set should not be changed. A GTF trace
should be RECFM=VB(A).

For both traces and dumps, do not reblock the data (that is, do not use a
different BLKSIZE value) when moving the information.

Tip: Use of any other utility (IBM or non-IBM) to transfer dump or trace data to
tape might result in a processing delay and could result in the APAR being
returned to the customer (closed RET), due to the inability of the change team to
process the tape.

* Submit other types of information (such as TCP/IP traces, configuration files,
console logs, and so forth) in machine readable format (preferred) or on paper. If
submitted on tape, the data should be written to tape using IEBGENER only.
The DCB parameters used when writing this type of data to tape should be the
same as the input data set (that is, the same DCB parameters as the source of
the data).

Methods for submitting documentation

You can send documentation to IBM using:

 File Transfer Protocol (FTP)

¢ e-mail

* TCP/IP active storage or the location and level of a TCP/IP stack module.

Tip: If you use FIP, compress all dumps and traces with the TRSMAIN (MVS
terse) program, and send the data in BINARY mode.

Requirement: TRSMAIN is prerequisite for PUTDOC.

To obtain PUTDOC and detailed instruction on its use, follow these steps:
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Steps for obtaining PUTDOC
Perform the following steps to obtain PUTDOC:

1. FTP to the Web site at |ftp://service.software.ibm.com}

2. Log in using anonymous as the user ID and your e-mail address as the
g g Yy y
password.

3. Change directories (cd) to /s390/mvs/tools/putdoc/, where you find three
files: PUTDOC.BIN, PUTDOC.HTML and PUTDOC.SRC.

4. Read the PUTDOC.HTML file for detailed instructions.

Steps for obtaining TRSMAIN

Perform the following steps to obtain TRSMAIN and detailed instructions on its
use:

1. FTP to the Web site at[ftp://service.software.ibm.com}

2. Log in using anonymous as the user ID and your e-mail address as the
password.

3. Change directories (CD) to /s390/mvs/tools/packlib/, where you find two
files: README.TXT and TRSMAIN.

4. Read the README file for detailed instructions.

If you require any additional directions, call the IBM Support Center.

Using electronic transfer through e-mail attachments

Smaller documents can be sent as attachments to an e-mail message. This can
include cut and paste of user output or downloading of the file to a workstation
for inclusion. Displayable text can be downloaded using ASCII transfer; all others
should be processed by the TRSMAIN utility (see above) and transferred in
BINARY. E-mail systems usually have limits on how much data can be included,
so FIP transfers should be used for any significant amounts (the IBM mail system
limit is 10M).

Transferring data sets using tape

Tapes that are submitted to the TCP/IP support team can be standard label (SL) or
nonlabel (NL). Each tape should contain an external label to identify the tape and
its contents in some way. The problem number or APAR number should appear on
the label. If multiple tapes, or multiple files on one tape, are used, a separate
explanation should be included, itemizing the contents of each tape or file.
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Include the output from the job used to create each tape with the tapes. It is very
important that the IBM Software Support Center have the output from the job that
created the tape (not simply the JCL that was used) to verify that the tape was
created correctly and that the job completed normally.

Necessary documentation

22

Before you call the IBM Support Center, have the following information available:

Customer number
The authorization code that allows you to use the IBM Support Center.
Your account name, your TCP/IP license number, and other customer
identification should also be available.

Problem number
The problem number previously assigned to the problem. If this is your
first call about the problem, the support center representative assigns a
number to the problem.

Operating system
The operating system that controls the execution of programs (such as
z/0S), include the release level.

Language Environment® run-time library
The release level of the link edit run-time library is also needed if you are
compiling user-written applications written in C or C++.

Component ID
A number that is used to search the database for information specific to
TCP/IP. If you do not give this number to the support center
representative, the amount of time taken to find a solution to your problem
increases.

Release number
A number that uniquely identifies each TCP/IP release.

lists the specific information that you should provide to the IBM Support
Center.

Table 7. TCP/IP component name and release level

Component name and | System Field maintenance identifier/CLC
release level maintenance
program
z/0S Communications |SMP/E The following identifiers are associated with
Server VIR9 this stack:

* HIP6190 (Base)
* JIP619K (Security Level 3)
+ JIP619X (X-Window System X11R4)

The following are component ID numbers for z/OS Communications Server:

Licensed IBM program
z/0S

Component ID number
5694-A01
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A complex problem might require you to talk to several people when you report
your problem to the IBM Support Center. Therefore, you should keep all the
information that you have gathered readily available. You might want to keep the
items that are constantly required, such as the TCP/IP component ID, in a file for
easy access.
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Chapter 3. Diagnosing abends, loops, and hangs

This topic contains information about abends, loops, and hangs.

This topic contains the following sections:

* [“Analyzing abends’]

+ |“Analyzing loops” on page 26

+ [“Steps for analyzing hangs” on page 27|

Analyzing abends

An abend is an abnormal end.

describes the types of abends that can occur.
Table 8. Types of abends

Type of abend

Description

Where to find help

User Abends

User abends are generated by C
run-time routines. They usually
start with U409x.

Refer to the |1BM Open Class

Library Transition Guide|and |z/OS|
Communications Server: IP and SNA|

Codes|

Platform abends

Abend 3C5 and abend 4C5 are
internal abends generated by
TCP/IP. Note the reason code
stored in register 15 and check the
IBM database for known
problems.

Refer to the |z/OS Communications|
|Server: IP and SNA Codes|

System abends

0C4, 0C1, and 878 are system
abends.

Refer to the z/OS MVS Systermn|

0D6/0D4/0C4 abends can occur
when an application is removed
from VMCF/TNF with the F
VMCF/TNF, REMOVE command,
or if VMCEF is not active when an
application or command, which
requires it is started or issued.

Refer to the f/OS MVS System|
Can occur when an
application is removed from
VMCF/TNF with the F
VMCF/TNF, REMOVE command.
It can also occur when an
application or command, which
requires it is started or issued.

CEEDUMPs

Language Environment produces
certain types of abends detected
for z/OS UNIX applications such
as z/0OS UNIX Telnet. CEEDUMPs
are usually written to the current
working directory in the
hierarchical file structure.

Refer to the f/OS Language]

|Environment Debugqing Guide|
publication.

A dump is usually produced when TCP/IP or a TCP/IP component address space
experiences an abend. If an abend occurs and no dump is taken, the dump files or
spools might be full or a SYSMDUMP DD statement might not have been specified
in the failing procedure. If TCP/IP or a TCP/IP component was not able to
complete the dump, gather a console dump of TCP/IP or the failing TCP/IP
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component, the TCPIP trace data space or external trace data set, and system log
as soon as possible. Otherwise, you must re-create the abend or wait for it to occur
again.

For more information about debugging the abends and the system abends (for
example, abends 0C4, 0C1, and 878), refer to the Iz/OS Problem Managementl

Analyzing loops

26

If processing stops or if TCP/IP does not respond to commands, TCP/IP might be
in a loop. Some indicators of a loop are:

* Slow response time

* No response at all

¢ Inordinately high CPU utilization by TCP/IP

Steps for collecting documentation
If the problem is a loop, perform the following steps to collect documentation.

1. Get dump output.
* Enabled

Get an SVC dump of TCP/IP or the looping TCP/IP component by issuing
the DUMP command from the MVS system console, or press the Program
Restart key. Refer to the /OS MVS Diagnosis: Tools and Service Aids|for more
information about the DUMP command}

Guidelines: Ensure that the following storage areas are dumped because
they might be needed to diagnose the TCP loop:

TCP/IP and VIAM address spaces.

SDATA options RGN, CSA, LSQA, NUC, PSA, and LPA.

TCP/IP data space TCPIPDS1, which contains the TCP/IP component
trace records.

CSM dataspace. To find the name of the CSM dataspace, issue the
DISPLAY net,CSM command. Specify the CSM dataspace name in the
DUMP command as DSPNAME=(1.dddddddd) where dddddddd is the
name of the CSM dataspace.

For examples of the DUMP command, see [Chapter 5, “TCP/IP services|
traces and IPCS support,” on page 47|and [Chapter 41, “Diagnosing storage]
abends and storage growth,” on page 837

e Disabled

If the loop is disabled, the MVS system console is not available for input.
Try the following:

— Use a PSW RESTART to terminate a looping task. This process creates a
LOGREC entry with a completion code of X'071'. Use the LOGREC record
and the RTM work area to locate the failing module. Depending on the
PSW bit 32, the last three bytes (24-bit mode) or four bytes (31-bit mode)
contain the address being executed at the time of the dump. Scan the
dump output to find the address given in the PSW. For more information
on using PSW RESTART, refer to p/OS Communications Server: SNA|
[Diagnosis Vol 1, Techniques and Procedures|

— Take a stand-alone dump. Refer to £/OS MVS Diagnosis: Tools and Service|
for information about [stand-alone dumps|
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2. Get the MVS system console log (SYSLOG), the job log from the started

procedure, and the LOGREC output.

The MVS system console log might contain information, such as error
messages, that can help you diagnose the problem. Also, print the LOGREC
file.

Use the LOGDATA option to print the in-core LOGREC buffers. Refer to E/OSl
IMVS Diagnosis: Tools and Service Aids|or z/OS MVS IPCS Commands|for more
information about the LOGDATA option.

Tip: The SYSERROR data set might contain additional information to help you
diagnose the problem.

Determine whether there are any messages associated with the loop, such as a
particular message always preceding the problem, or the same message being
issued repeatedly. If so, add the message IDs to your problem documentation.

Examine the trace entries using IPCS.

By examining all of the trace entries in the system trace table, you might be
able to determine whether there is a loop. The most obvious loops would be a
module or modules getting continual control of the TCP/IP system.

Use the PSW to determine the names of the modules in the loop. Refer to the
/OS MVS IPCS User’s Guide for information about using IPCS.

In the output shown in the CLKC entries indicate an enabled loop.
The PSW addresses on the CLKCs identify the looping program. Use the
WHERE subcommand to locate the responsible program.

02-0029 008E7220  CLKC 078D2600 83A8192C 00001004 00000000
02-0029 008E7220  CLKC 078D2600 83A81934 00001004 00000000
02-0029 008E7220  CLKC 078D2600 83A81930 00001004 00000000
02-0029 008E7220  CLKC 078D2600 83A8192A 00001004 00000000
02-0029 008E7220  CLKC 078D2600 83A81930 00001004 00000000
02-0029 008E7220  CLKC 078D2600 83A81938 00001004 00000000

Figure 2. Example of output from the IPCS SYSTRACE command

Steps for analyzing hangs

If the problem is a hang, perform the following steps to collect to collect
documentation:

1.

Determine the extent of the hung state in the operation of the TCP/IP
network.

Determine whether all TCP/IP processing stopped or only processing with
respect to a single device, or something in between. Also determine what, if
any, recovery action was taken by the operator or user at the time the hang
was encountered. Some information about the activity that immediately
preceded the hang might be available on the system log or in application
program transaction logs.
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2. Determine whether TCP/IP responds to commands, such as Ping or Netstat
HOME/-h. If TCP/IP does not respond to these commands, take an SVC
dump of TCP/IP address space and contact the IBM Software Support Center.
If TCP/IP does respond to the commands, it is not hung.

3. Determine whether a particular application (such as z/OS UNIX FTP or a
user-written application) is hung.

Take a dump of the OMVS address space, the TCP/IP address space, and the
application address space.
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Chapter 4. Diagnosing network connectivity problems

This topic describes the diagnosis process for network connectivity problems and
contains the following sections:

+ [“Communicating through the correct stack” on page 30|

» |“Steps for diagnosing problems connecting to a server” on page 30|

* |“Steps for verifying server operation” on page 31

» |“Steps for verifying IP routing to a destination when not using policy-based|
routing (PBR)” on page 32|

* |“Steps for diagnosing problems with IP routing to a destination when using
policy-based routing (PBR)” on page 34|

* |“Steps for verifying network access” on page 36|

+ |“Tools for diagnosing network connectivity problems” on page 37]

* [“Documentation for the IBM Support Center” on page 43|

Overview

Interconnectivity between network hosts encompasses the physical layer or
hardware layer, the protocols such as TCP and IP, the IP security services, and the
applications that use the services of TCP and IP. To understand interconnectivity;,
you should first understand internetworking. For detailed information on
internetworking, see [Appendix B, “Overview of internetworking,” on page 855.|

Isolating network problems is an essential step in successful implementation of a
network application. This topic introduces commands and techniques you can use
to diagnose network connectivity problems.

The following diagnostic commands are available for either the z/OS UNIX
environment or the TSO environment:

* Ping
* Netstat
e Traceroute

Netstat reports are also available from the console environment by invoking the
DISPLAY TCPIP, NETSTAT command. For complete descriptions of these
commands and examples of their output, refer to /OS Communications Server: IP|
[System Administrator’s Commands}

When referring to these commands and their options throughout this section, both
the TSO and z/OS UNIX shell command options are listed, separated by a slash.
For example, the recommendation to use Netstat to view the stack’s HOME list of
IP addresses appears as "use Netstat HOME/-h.”

MVS-style data sets are written in capital letters (for example, hlg. TCPIP.DATA).
Files names in the z/OS UNIX file system are written in lowercase (for example,
/etc/hosts).
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lists the name of the commands in each environment.

Table 9. Diagnostic commands

UNIX command TSO command Refer to:

ping/oping PING “Using the Ping command”]
on page 37]

netstat/onetstat NETSTAT "“Using the Netstat]

command” on page 41|

traceroute/otracert TRACERTE “Using the Traceroute]
command” on page 42|

Guideline: Do not use the resolver and domain name server functions, which
translate symbolic names to IP addresses, when diagnosing network problems. Use
the host IP address instead.

Communicating through the correct stack

If you are running multiple stacks, the first question to ask is whether the
application is communicating through the correct stack. To identify the stack an
application is using, you can look at the keyword TCPIPjobname in the
TCPIP.DATA file. An application can also select a stack using the SETIBMOPT
socket API.

You can use the Netstat parameter TCP/-p to specify the TCP/IP stack name for
which you want Netstat report output. This lets you determine the characteristics
of a particular stack.

Using the information provided by Netstat, you can change, if necessary, the
hlg.PROFILE.TCPIP data set or the application configuration file. Alternatively, the
application might need to communicate through another stack.

It is also helpful to understand the search order for configuration information used
by z/0OS Communications Server. Refer to |z/OS Communications Server: IP|
(Configuration Reference, "Understanding search orders of configuration information”,
for more information.

For more information about [running multiple stacks| refer to |/OS Communications|
[Server: IP Confiquration Guidel

Steps for diagnosing problems connecting to a server

Perform the following steps to determine the source of problems connecting to a
server.

1. Verify that TCP/IP is running correctly on your host. Use Ping loopback, then
Ping one of your home addresses. For information about the Ping command,
refer to g/OS Communications Server: IP System Administrator’s Commands}

2. Verify that the server application is operational. See [“Steps for verifying server|
foperation” on page 31| for more information.

3. Verify IP routing to the server or the client. If you are not using policy-based
routing, see [“Steps for verifying IP routing to a destination when not using]
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policy-based routing (PBR)” on page 32| for more information. Otherwise, see
“Steps for diagnosing problems with IP routing to a destination when using]
policy-based routing (PBR)” on page 34| for more information.

4. Use the DISPLAY TCPIP, NETSTAT,ACCESS,NETWORK command to
determine whether network access has been configured on the TCP/IP stack.
Refer to [z/0S Communications Server: IP System Administrator’s Commands| for
more information about this command. If network access control is enabled,
then the server might not be permitted to send or receive data on a socket. See
[‘Steps for verifying network access” on page 36| to determine whether network
access controls are impacting the server application.

5. Verify IP security protection for the server. If IP security is enabled, then IP
traffic to or from the server might not be permitted to flow. See
[diagnosing IP security problems” on page 700 to determine whether IP
security controls are impacting the server application.

Steps for verifying server operation
shows the decisions involved for verifying server operation.

Verify Server Operation

| Identify Server Resources |

o *
Server No Start or Restart |
Active? Server b
Yes
(2 J7
Correct Reserve the N

Port? Port

Yes

A 4

Port
Access
Controlled?

Check Server
Configuration

Resolve Port Verify Port
Conflict Access

Figure 3. Overview of verifying server operation

Before you begin: Identify the job name and port of the server to be verified.

Perform the following steps to verify server operation.

1. Ensure that the server is started. If not, start the server.
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2. Use the Netstat SOCKETS/-s command to determine which port the server is

listening on, filtered on the application’s job name (-E option for z/OS UNIX,
CLIENT keyword for TSO and Operator commands). For example:

NETSTAT SOCKETS (CLIENT SMTP

information about the Netstat SOCKETS/-s command, refer to [z/O
(Communications Server: IP System Administrator’s Commands| for details. For
details on server configuration, refer to [z/OS Communications Server: IP|
[Configuration Referencd,

If the server is not listening on the correct port, configure it correctlfr. For basic

Ensure that there is a PORT statement in the TCP/IP profile data set, to
reserve the port for the server. If the server is started but not using the correct
port, then a PORT statement might be missing. Refer to [z/OS Communications|
[Server: IP Configuration Reference for more information about the PORT
statement.

Use the Netstat SOCKETS/-s command to determine whether a different
server is using the port filtered on the port number (-p option for z/OS UNIX,
PORT keyword for TSO and Operator commands). Unless the SHAREPORT
keyword is specified on the PORT statement, only one server can be listening

on a given TCP port. Refer to [z/0S Communications Server: IP Confiquration|
for more information about the PORT statement.

Check the PORT statement for the server to determine whether the SAF
keyword has been specified. If so, then port access control is in effect for the
port. Refer to [z/0S Communications Server: IP Configuration Guide| for more
information about [port access control| Ensure that the user ID associated with
the server is permitted to the security resource name represented by the SAF
keyword value. See the description of the PORT statement SAF keyword in the
/OS Communications Server: IP Configuration Referencd for information on the
security resource name. If the SAF keyword was not specified on the PORT
statement, and the server belongs to the z/OS Communications Server
product, refer to f/OS Communications Server: IP Configuration Reference for
configuration information that is specific to the server.

| Steps for verifying IP routing to a destination when not using
| policy-based routing (PBR)

32

[Figure 4 on page 33| shows the decisions involved for verifying IP routing to a
destination.
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Verify IP Routing to a Destination
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Network Problem
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Figure 4. Overview of verifying IP routing to a destination

Before you begin: Identify the destination IP address for which a route is to be

verified.

Perform the following steps to verify IP routing to a destination.

1. Use the Ping command to determine whether there is connectivity to the

identified IP address. For information about the Ping command, refer to

(Communications Server: IP System Administrator’s Commands

2. If the Ping command fails immediately, there might not be a route to the
destination. Use the Netstat ROUTE/ -r command to display routes to the
network. Verify whether or not TCP/IP has a route to the destination. For
information about the Netstat ROUTE/ -r command, refer to[z/O9|
(Communications Server: IP System Administrator’s Commands

If there is no route, proceed to step El If a route exists, proceed to step @

If there is no route to the destination, problem resolution depends on whether
static or dynamic routing is being used. Refer to [z/OS Communications Server|
[P Configuration Guidd for more information about static and dynamic routing.
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4.

If a route exists, verify that the route is correct for the destination. If multipath
routing is in effect for the destination, use the Ping command to determine
whether there is connectivity to the IP address over any route. Invoke the
Netstat CONFIG/-f command and check the value in the output report field,
MultiPath, to determine whether multipath routing is in effect and what kind
of multipath routing is active.

Determine whether there is a gateway identified for the route to the
destination. If there is no gateway, then the destination address is presumed to
be directly connected. In this case, proceed to step E

If a gateway is identified for the route, use the Ping command to confirm
connectivity to the gateway. Do one of the following:

¢ If the gateway responds to a Ping, then there is a network problem at the
gateway or beyond. Use the Traceroute command with the final destination
address to determine at which hop in the route the failure is occurring. For
information about using the Traceroute command, refer to m
(Communications Server: IP System Administrator’s Commands}

¢ If the gateway does not respond to a Ping, proceed to step Iﬂ

Determine which network interface is associated with the route to the

destination. If the network interface operation has not been verified for this
interface, verify it now. See [“Steps for verifying network interface operation”’]

on page 36| for more information.

Use the DISPLAY TCPIP, NETSTAT,ACCESS,NETWORK command to see
whether network access control is enabled. If it is enabled, see

[verifying network access” on page 36 for more information.

Use the Netstat CONFIG/-f command to determine whether IP security is
enabled. If the output report field, IpSecurity, contains the value Yes, then IP
security is enabled. See [“Steps for verifying IP security operation” on page 703|
for information about how to verify that IP security is correctly configured. If
the problem still exists, see[“Documentation for the IBM Support Center” on|
to determine what problem documentation you need, and then call
the IBM Support Center.

Steps for diagnosing problems with IP routing to a destination
when using policy-based routing (PBR)

Perform the following steps to diagnose problems with IP routing to a destination
when using policy-based routing.

1.

While the application is active and attempting to connect to the destination, use
the Netstat ALL/-A report to determine the policy rule that is assigned to the
connection and the route table being used to perform a route lookup.

For information about the Netstat command, see |z/OS Communications Server: IP|
[System Administrator’s Commands.

* If no policy rule is listed and the connection is not expected to use
policy-based routing, see|“Steps for verifying IP routing to a destination|
[when not using policy-based routing (PBR)” on page 32|

* Continue to the following step if one of the following is true:

z/0OS VIR9.0 Comm Svr: IP Diagnosis Guide



— A policy rule is not listed and the connection is expected to use
policy-based routing

— A policy rule is listed and the connection is not expected to use
policy-based routing

— A policy rule is listed, but it is not the expected policy rule
¢ Otherwise, continue with step 3.

For information on how to map a connection to the correct policy rule, refer to
the "Policy-based routing’ section in [z/OS Communications Server: 1P|
[Confiquration Guide

Use pasearch to find the policy rule and the corresponding action. For
information about the pasearch command, refer to "Displaying policy based
networking information” section of the [z/OS Communications Server: IP Systemn]
[Administrator’s Commands| The policy action will list all the possible route tables
that can be used for the connection. Perform steps 4 through 6 on each of the
route tables listed in the action.

Use the Netstat ROUTE/-r PR command to display routes in the route table.
Verify whether TCP/IP has a route to the destination/network in the route
table. For information about the Netstat ROUTE/-r command, refer to
[Communications Server: IP System Administrator’s Commands}

* If there is no route to the destination/network and no route is expected to be
found in the route table, repeat step 4 using the next route table in the policy
action.

» If there is no route to the destination/network and a route was expected in
the route table, refer to [z/OS Communications Server: IP Configuration Guide| for
information on setting up static and dynamic routing for policy-based
routing tables.

* If a route was found, verify that the route is marked active (has the U flag).
If the route is not active, refer to |z/OS Communications Server: IP Configuration|
for information on route states.

* If an active route is found, verify that the route table name matches the route
table name displayed on the Netstat ALL/-A report for the connection. If it
does not, continue to step 9. Otherwise, continue to step 5.

Determine whether there is a gateway identified for the route to the
destination. If there is no gateway, then the destination address is presumed to
be directly connected. In this case, proceed to step 6. If a gateway is identified
for the route, use the Ping command to confirm connectivity to the gateway.

* If the gateway responds to a Ping, then there is a network problem at the
gateway or beyond.

¢ If the gateway does not respond to a Ping, proceed to step 6.

Determine which network interface is associated with the route to the
destination. If the network interface operation has not been verified for this
interface, verify it now. See [‘Steps for verifying network interface operation” on|
for more information.

Use the DISPLAY TCPIP,NETSTAT,ACCESS,NETWORK command to
determine if network access control is enabled. If it is enabled, see
[verifying network access” on page 36| for more information.

Use the Netstat CONFIG/-f command to determine if IP security is enabled. If
the output report field IpSecurity contains the value Yes, then IP security is
enabled. If it is enabled, see [“Steps for verifying IP security operation” on page|
for information about how to verify that IP security is correctly configured.

See [‘Documentation for the IBM Support Center” on page 43| to determine
what problem documentation you need, and then call the IBM Support Center.
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Steps for verifying network interface operation
shows the decisions involved for verifying network interface operation.

Verify Network Interface Operation

Identify Network Interface

Start
Interface

Interface
ready?

Check Console
for errors

Interface
ready?

Done

Done

Figure 5. Overview of verifying network interface operation

Before you begin: Identify the network interface to be verified.

Perform the following steps to verify network interface operation.

1. Use the Netstat DEVLINKS/-d command to check the interface status. If the
interface status is Ready, check the physical connectivity from the interface to
the network and check for configuration errors in the network. For example, if
you are using VLAN, verify that you have configured the proper VLAN IDs
throughout the network. If the interface status is not Ready, try to start the
interface by using the VARY TCPIP,START command, and proceed to El

2. Use the Netstat DEVLINKS/ -d command again to determine whether the
interface is ready after being started. If the interface is not ready, check the
system console for error messages issued from TCPIP, VTAM or IOS and
respond as suggested in the documentation for the messages that appear.

Steps for verifying network access

[Figure 6 on page 37| shows the decisions involved for verifying network access.
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Verify Network Access

Identify IP
Resources

IP Resource
Access Done
Controlled?
Yes |«
User Permitted Permit
to Resource? the user

Done

Figure 6. Overview of verifying network access

Before you begin: Identify the IP address, subnet, or prefix for which network
access is to be verified.

Perform the following steps to verify network access.

1. Invoke the DISPLAY TCPIP, NETSTAT,ACCESS,NETWORK,ipaddress command,
specifying the IP address for which access is to be verified. If the command
output indicates that network access control is in effect for the IP address,
proceed to @

2. Verify that the server or client application is permitted access to the IP
resource. See [Chapter 12, “Diagnosing access control problems,” on page 379
for more information on verifying this access.

Tools for diagnosing network connectivity problems

This section describes tools used to diagnose network connection problems.

Using the Ping command

The packet Internet groper (Ping) command sends an Internet Control Message
Protocol (ICMP/ICMPv6) Echo Request to a host, gateway, or router with the
expectation of receiving a reply. You can invoke the Ping function by using the
TSO PING command or the z/OS UNIX shell ping or oping command.

For a complete description of the Ping command and examples of Ping output,
refer to the p/OS Communications Server: IP System Administrator’s Commands

The Ping command does not use the ICMP/ICMPv6 header sequence number field
(icmp_seq or icmp6_seq) to correlate requests with ICMP/ICMPv6 Echo Replies.
Instead, it uses the ICMP/ICMPv6 header identifier field (icmp_id or icmp6_id)
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plus an 8-byte TOD time stamp field to correlate requests with replies. The TOD
time stamp is the first 8-bytes of data after the ICMP/ICMPv6 header.

When the PMTU/-P parameter with a value of yes or ignore is specified on the
command, Ping will ensure that the outbound echo request packets are not
fragmented. As a result, ICMP/ICMPv6 error messages may be received by the
Ping command if the echo request packet is too large to be sent out by the stack or,
forwarded at some point in the network. In this case the Ping command uses both
the ICMP/ICMPv6 header identifier and sequence number fields to correlate
requests with the error messages. For IPv6 Ping requests, the Ping command will
also use the 8-byte TOD time stamp returned in the ICMPv6 Packet Too Big error
message.

Ping can be used in the following ways:

* Pinging loopback is essentially used to verify the installation of TCP/IP in the
z/OS Communications Server environment.

The Ping loopback is essentially an internal software test. The command
examples below use the IPv4 standard loopback address, 127.0.0.1, or the IPv6
standard loopback address, ::1. An IP packet is not sent to a physical device.

ping 127.0.0.1

For IPv6
ping ::1
* Ping a home address to verify the information from the Netstat HOME/-h
command.

This is an internal software test. An IP packet is not sent to a physical device.
ping 9.67.113.58

* Ping a host on a directly attached network to verify the following:

— If equal-cost multipath routes exist in the IP routing table for outbound IP
traffic to reach a remote host, use the Ping INTF/-i option to select a routing
interface with the attached equal-cost multipath route. Alternatively, for
routing interfaces associated with an IPv6 link-local address, the name of the
routing interface can be appended as scope information to the IPv6 link-local
address of the remote host. When running multiple TCP/IP stacks on the
same MVS image, specify the TCP/-p parameter, along with the scope, to
indicate the stack to which the routing interface is configured. Whenever
applicable, use either of these options to test connectivity. For more
information about using scope, see the section on support for scope in
[Communications Server: IPv6 Network and Application Design Guidd

— The directly attached network is defined correctly.

— The device is properly connected to the network.

— The device is able to send and receive packets on the network.

— The remote host is able to receive and send packets.

ping 9.67.43.101 (intf ethl

ping fe80::9:67:43:104%ethipv6l -p tcpipl

* Ping a host on a remote network to verify the following;:

— If equal-cost multipath routes exist in the IP routing table for outbound IP
traffic to reach the remote host, use the Ping INTF/-i option to select a
routing interface with the attached equal-cost multipath route. Whenever
applicable, use this option to test connectivity.

— The route to the remote network is defined correctly.

— The router is able to forward packets to the remote network.

— The remote host is able to send and receive packets on the network.

— The remote host has a route back to the local host.
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ping -i ethl mvsl

Restriction: Ping commands to a remote host might fail if there is a firewall
between the two systems, even if the host is reachable using other commands.

* Determine the path MTU size to a host:

— Use the Ping PMTU/-P parameter with the values yes or ignore, to prevent
fragmentation of the outbound echo request packets and specify what type of
path MTU discovery support you want. If the outbound packet needs to be
fragmented, Ping will display the host name and IP address of the host where
the fragmentation is needed.

yes

ignore

Specifies that the outbound echo request packets will not be
fragmented at the local host or in the network, and that you want to
use the MTU value, determined by path MTU discovery for the
destination.

If path MTU discovery is enabled and has already determined an
MTU value for the destination, and the length of the Ping echo
request packet is larger than this MTU size, then the local TCP/IP
stack will not send out the packet. In this case, Ping displays one of
the local stack’s IP addresses as the address of the host where
fragmentation is needed, and the next-hop MTU value displayed
by Ping is the current path MTU value to the destination. For Ping
commands to IPv4 destinations, the Ping command processing will
not cause path MTU discovery support to be triggered for the
destination. For IPv4, only TCP processing causes path MTU
discovery support to be triggered

If path MTU discovery is not enabled, or has not already
determined a path MTU value for the destination, and the Ping
echo request packet exceeds the configured route MTU selected for
this packet, then the local TCP/IP stack will not send out the
packet. In this case, Ping will display one of the local stack’s IP
addresses as the address of the host where fragmentation is
needed, and the next-hop MTU value displayed by Ping is that of
the route selected for the Ping packet.

If the Ping request fails because the echo request packet needs to be
fragmented at some point in the network, Ping will display the IP
address where fragmentation needs to occur and will display the
next-hop MTU value, if it was provided.

Specifies that the outbound echo request packets will not be
fragmented at the local host or in the network, and that any MTU
values determined by path MTU discovery for the destination, will be
ignored.

If path MTU discovery has determined an MTU value for the
destination, and the length of the Ping echo request packet is larger
than this MTU size, specifying a value of ignore causes the TCP/IP
stack to ignore the path MTU value and attempt to send out the
packet. As long as the echo request packet length does not exceed
the configured route MTU selected for this packet, you can use the
ignore value to determine where in the network the original MTU
problem occurred. In this case, Ping displays the IP address where
fragmentation needs to occur and will display the path MTU value,
if it was provided.

If the Ping echo request packet exceeds the configured route MTU
selected for this packet, then the local TCP/IP stack will not send
out the packet. In this case, Ping displays one of the local stack’s IP

Chapter 4. Diagnosing network connectivity problems 39



40

addresses as the address of the host where fragmentation is
needed, and the next-hop MTU value displayed by Ping is that of
the route selected for the Ping packet.

MULTIPATH PERPACKET considerations:
When MULTIPATH PERPACKET is in effect, and equal-cost routes are
configured to the Ping destination host, the smallest MTU value of all
the equal-cost routes is used as the largest packet size which can be
sent, even if some of the equal-cost routes could support a larger
packet size.

Specify the NONAME/-n parameter to request that Ping only display the IP
address of the host, and not attempt to resolve the IP address to a host name.
This saves a name server address-to-name lookup. If this host also returned
the next-hop MTU size, the size is also displayed.

Vary the length of the outbound packet to determine where the packet needs
to be fragmented. The Length/-1 parameter on the Ping command, specifies
the number of data bytes for the echo request.

- For IPv4 destinations, the total length of the outbound echo request packet
includes the length of an IPv4 IP header (20 bytes), the length of an ICMP
header (8 bytes), and the data length specified by the Length/-1 parameter.
Depending on your TCP/IP stack configuration, the TCP/IP stack might
add additional IP header options to the IP header created by Ping, before
the echo request packet is sent, thereby increasing the size of the packet.

- For IPv6 destinations, the total length of the outbound echo request packet
includes the length of an IPv6 IP header (40 bytes), the length of an
ICMPv6 header (8 bytes), and the data length specified by the Length/-1
parameter. Depending on your TCP/IP stack configuration, the TCP/IP
stack might add additional IPv6 extension headers to the packet created by
Ping, before the echo request packet is sent, thereby increasing the size of
the packet.

Correcting timeout problems

A Ping timeout message can occur for many reasons, and various techniques can
be used to identify whether the problem is the local z/OS server or a remote host

or router.

Base your actions on the possible reasons for a timeout, as shown in[Table 10

Table 10. Diagnosis of a timeout

If the problem is ...

Then use these diagnostic techniques

The device is not transmitting packets to
the local network.

Use Netstat DEVLINKS/-d to collect
information to help you diagnose the
problem. (See [DEVLINKS/-d report option| in

2/OS Communications Server: IP System|

Administrator’s Commands])

The remote host is not receiving or
transmitting packets on the network.

Use Netstat ARP/-R to display the IPv4 entry
for the remote host. (See [the ARP/-R report]

option|in /OS Communications Server: IP|

System Administrator's Commands)

Use Netstat ND/-n to display the IPv6 entry
for the remote host. (See [the ND/-n report|

option|in /OS Communications Server: IP|

System Administrator’'s Commands).
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Table 10. Diagnosis of a timeout (continued)

If the problem is ... Then use these diagnostic techniques
The remote host does not have a route Use Netstat ROUTE/-r on the remote host to
back to the local z/OS server. make sure it has a route back. (See ROUTE/-1]

report option|in [z/0S Communications Server]
[P System Administrator’s Commands})

An intermediate router or gateway is not | Use a packet trace. (See [Chapter 5, “TCP/IP|
correctly forwarding IP packets. services traces and IPCS support,” on page|
17)

The IP reassembly timeout value might be |Refer to the TCP/IP Profile statements,

set too low. IPCONFIG and IPCONFIGS6, in E/Oq
Communications Server: IP Configuration|

Reterence_zl

Using the Netstat command

You can use the Netstat command to verify your TCP/IP configuration. The
information provided in the output from the Netstat command should be checked
against the values in your configuration data sets for the TCP/IP stack. Refer to
the PROFILE DD statement in the TCP/IP started task procedure for the name of
the configuration data sets.

Netstat can be invoked by using the TSO NETSTAT command, the z/OS UNIX
shell netstat/onetstat command, or the console DISPLAY TCPIP, NETSTAT
command.

The following Netstat commands can be used to verify the state of those network
resources that affect connectivity:

* Netstat HOME/-h, [4]]

* Netstat DEVLINKS/-d, [4]]
* Netstat ROUTE/-1, [4]]

* Netstat ARP/-R, [12]

* Netstat ND/ —n,

For a complete description of the Netstat command and examples of Netstat

output, refer to the|z/OS Communications Server: IP System Administrator’s|

Netstat HOME/-h

Use the Netstat HOME/-h command to verify the IP addresses defined for a
TCP/IP stack, the names of the interfaces which are associated with the IP
addresses, and the status of the IPv6 IP addresses. If any of the displayed
information appears incorrect, check the HOME and INTERFACE statements in the
PROFILE.TCPIP data set

Netstat DEVLINKS/-d

Use the Netstat DEVLINKS/-d command to display the status and associated
configuration values for a device and its defined interfaces, as coded in the
PROFILE.TCPIP data set.

Netstat ROUTE/-r

The Netstat ROUTE/-r command displays the current routing tables for TCP/IP. In
order to establish connectivity to a remote host, the remote host must also have a
route back to the z/OS Communications Server.
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The Netstat ROUTE/-r RSTAT command displays all of the static routes that are
defined as replaceable.

The Netstat ROUTE/-r PR command displays all of the routes available in
policy-based routing tables.

If there are any errors in the policy-based routing tables, check policy agent startup

and configuration files for probable errors.

* Ensure that no error messages were generated during processing of either the
initial profile or any subsequent VARY TCPIP,, OBEYFILE commands. (For
information about the VARY TCPIP, OBEYFILE command, refer to
[Communications Server: IP System Administrator’s Commands)

* Check the PROFILE.TCPIP data set for the following:

— Ensure that the HOME and INTERFACE statements have been coded
correctly.

— If static routing is provided using the BEGINROUTES or GATEWAY
statement, ensure that each route in the statement correlates to a valid
interface name.

— If static routing is provided using the BEGINROUTES or GATEWAY
statement, ensure that there are routes in the statement that correlate to the
appropriate network and host addresses available on the network.

Netstat ARP/-R

Use the command Netstat ARP/-R to query the ARP cache for a given address.
Use Netstat ARP/-R ALL to query an entire ARP cache table. Ensure Netstat
ARP/-R displays an ARP entry for the remote hosts.

The ARP entry for the host on a remote network contains the IP address and the
MAC address for the router.

To ensure the host has a route back to the z/OS Communications Server, review
the routing tables on the remote host. The route back can be a host route or
network route. Intermediate routers must also be configured correctly.

Netstat ND/-n
Use Netstat ND/-n to display the Neighbor Discovery entries.

Using the Traceroute command

Traceroute displays the route that a packet takes to reach the requested target.
Traceroute starts at the first router and uses a series of UDP probe packets with
increasing IP time-to-live (TTL) or hop count values to determine the sequence of
routers that must be traversed to reach the target host. The Traceroute function can
be invoked by either the TSO TRACERTE command or the z/OS UNIX shell
traceroute/otracert command.

The packetSize option lets you increase the IP packet size to see how size affects
the route that the Traceroute packet takes. It also shows the point of failure if a
destination address cannot be reached.

If equal-cost multipath routes exist in the IP routing table for outbound IP traffic to
reach a remote host, use the Traceroute SRCIP/-s option or the INTF/-i option to
select a home IP address (for example, VIPA) for the source IP address and a
routing interface with the attached equal-cost multipath route. Alternatively, for
routing interfaces associated with an IPv6 link-local address, you can append the
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name of the routing interface as scope information to the IPv6 link-local address of
the remote host. When running multiple TCP/IP stacks on the same MVS image,
specify the TCP/-a parameter, with the scope, to indicate the stack to which the
routing interface is configured. Whenever applicable, use one of these options to
test connectivity. For more information about using scope, see the information
about support for scope in |z/OS Communications Server: IPv6 Network and|
|Application Design Guide}

For the complete syntax of the TSO TRACERTE and z/0OS UNIX
traceroute/otracert command and examples of command output, refer to the
ICommunications Server: IP System Administrator’s Commands}

Using SNMP remote Ping command

Use the SNMP remote Ping command to determine the response time between two
remote hosts. For example, from Host A, you can determine the response time
(Ping) between Hosts B and C, assuming the SNMP agent and TCP/IP subagent
are running on Host B. Refer to the /OS Communications Server: IP System|
(Administrator's Commands| for details.

Documentation for the IBM Support Center

In most cases, persistent error conditions indicate an installation or configuration
problem. Contact the local IBM branch office for installation assistance.

If a software defect is suspected, collect the following information before contacting

the IBM Support Center:

¢ PROFILE.TCPIP

* TCPIP.DATA

¢ Output from Netstat commands. If using policy-based routing, collect Netstat
ROUTE/-r output for all possible route tables involved in the failed routing.

¢ Output from Ping traces

* If using policy-based routing, output from pasearch commands

* Network diagram or layout

« Error messages received. Refer to /OS Communications Server: IP Messages|
[Volume 4 (EZZ, SNM) for information about messages.

« Component traces, see [Chapter 5, “TCP/IP services traces and IPCS support,” on|

¢ If using dynamic routing protocols for IP route table management, see the
following for related information:

— [Chapter 32, “Diagnosing OMPROUTE problems,” on page 719
— [Chapter 33, “Diagnosing NCPROUTE problems,” on page 743
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Part 2. Traces and control blocks
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Chapter 5. TCP/IP services traces and IPCS support

This topic describes selected procedures for TCP/IP Services component trace,
packet trace, and Socket API trace. The following sections are included:

+ [“Component trace”|

* |“Event trace (SYSTCPIP) for TCP/IP stacks and Telnet” on page 60|
* [“Packet trace (SYSTCPDA) for TCP/IP stacks” on page 92|

¢ |“Data trace (SYSTCPDA) for TCP/IP stacks” on page 142
» [“Intrusion Detection Services trace (SYSTCPIS)” on page 143|
* |"OSAENTA trace (SYSTCPOT)” on page 177
* ["Network security services (NSS) server trace (SYSTCPNS)” on page 181]
« [“OMPROUTE trace (SYSTCPRT)” on page 181|

['RESOLVER trace (SYSTCPRE)” on page 18]

+ [“Configuration profile trace” on page 181}

The TN3270E Telnet server uses a subset of the TCP/IP Services component trace.
Specify the started procedure name of Telnet instead of TCP/IP to control
component tracing in the Telnet address space.

Component trace

You typically use component trace when re-creating a problem.

Component trace performs the following functions:

* Captures trace requests.

* Adds trace records to an internal buffer.

* Writes the internal buffer to an external writer, if requested.

e Formats the trace records using the Interactive Problem Control System (IPCS)
subcommand CTRACE.

* Provides a descriptor at the beginning of a trace record that specifies the address
and length of each data area. Each data area in the trace record is dumped
separately.

¢ Provides an optional identifier for the connection (UDP, TCP, and so on) as part
of each record.

Tip: Trace data can contain user IDs, passwords, and other sensitive information.
The trace data files should be protected to prevent disclosure. As an example,
packet trace of the FTP port 21 used to control FTP sessions contains user IDs and
passwords in the CLEAR. However, a customer can use Secure Socket Layer for
FTP and for TELNET. The Packet Trace (V TCPIP, PKTTRACE) command can be
RACEF protected.

For detailed information, refer to the following information:

* [z/OS MVS Diagnosis: Tools and Service Aids{ for information about
trace procedures|

* [z/0S MVS Initialization and Tuning Reference for information about the component
trace SYS1.PARMLIB member.

* [z/0S MVS System Commands| for information about commands.
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¢ [z/0S MVS Programming: Authorized Assembler Services Guide|for procedures and
return codes for component trace macros.

Modifying options with the TRACE CT command

After initialization, you must use the TRACE CT command to change the
component trace options. Modifying options with the TRACE CT command can be
done with or without the PARMLIB member. The component trace buffer size can
be changed for the SYSTCPDA, SYSTCPIP, SYSTCPIS, and SYSTCPOT components.

Modifying with the PARMLIB member

Because TCPIP, OMPROUTE, RESOLVER, IKE daemon, NSS server, and the trace
command are accessing the PARMLIB data sets, they need to be authorized for
read access to these data sets by RACF or another security product.

To change component trace options using a PARMLIB member, create a new
SYS1.PARMLIB member and specify the component member on the PARM=
keyword of the TRACE CT command.

Use the following syntax:

TRACE CT,ON,COMP=component_name ,SUB=(procedure_jobname)
,PARM=parmlib_member

Following are descriptions of the parameters:

COMP
Indicates the component name:

SYSTCPDA
TCP/IP packet trace. There is no parmlib member. Options are

specified by the VARY TCPIP, ,PKTTRACE command. (see ["Packet trace
(SYSTCPDA) for TCP/IP stacks” on page 92).

SYSTCPIK
IKE daemon, parmlib = CTIKEQO (see [“TCP/IP services componenf]
ftrace for the IKE daemon” on page 336).

SYSTCPIP
TCP/IP event trace, parmlib = CTIEZBxx, where xx is any 2
alphanumeric characters (see [‘Event trace (SYSTCPIP) for TCP/IP|
istacks and Telnet” on page 60).

SYSTCPIS
TCP/IP intrusion detection service, parmlib = CTIIDSxx (see
Detection Services trace (SYSTCPIS)” on page 143).

SYSTCPNS

Network security services server, parmlib = CTINSS00 (see |”TCP/ IP|
services component trace for the network security services (NSS)|
server” on page 346.)

SYSTCPOT
TCPIP OSA-Express Network Traffic Analyzer (OSAENTA) trace.
TCP/IP event trace, parmlib = CTINTAOQ0, (see ["OSAENTA trace]
(SYSTCPOT)” on page 177). An alternate CTINTAOO member cannot be
specified on the EXEC statement of the TCPIP procedure. CTINTAQ0
will always be used when starting TCPIP. Only an alternate buffer size
or external writer procedure can be specified. All options are provided
by the OSAENTA command.
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SYSTCPRE
Resolver, parmlib = CTIRESxx, (see[Chapter 39, “Diagnosing resolver|
[problems,” on page 817).

SYSTCPRT
OMPROUTE, parmlib = CTIORAQ0 (see [“TCP/IP services component]
[trace for OMPROUTE” on page 737).

Tip: An optional suffix, CTIORAXx, is also available.

SUB

Indicates the started procedure name for TCP/IP, the OMPROUTE application,
the RESOLVER, IKE daemon started task name, network security services
(NSS) server started task name, or the Telnet started task name for which the
trace is run. If you use the S procname.jobname method of starting TCP/IP,
OMPROUTE, IKE daemon, network security services (NSS) server, or Telnet,
the value specified for jobname must be the same as that for the SUB parameter.
There can be as many as eight TCP/IP sessions and eight Telnet sessions active
in one system.

Restrictions:

* Only one OMPROUTE application can be active on each TCP/IP stack.

* Only one RESOLVER application can be active with each operating system.
* Only one IKE daemon application can be active with each operating system.

* Only one network security services (NSS) server application can be active
with each operating system.

PARM

Identifies the PARMLIB member containing the trace options (see
. All options can be respecified. However, the buffer size cannot be
changed during the execution of OMPROUTE, IKE daemon, NSS server, or the
Resolver. If a different size is required, you must stop OMPROUTE, IKE

daemon, network security services server, or the Resolver, and then restart it
after modifying the PARMLIB member.

If the incorrect parmlib member is specified, one of the following messages might
be issued:

An incorrect CTIEZBxx member is specified on the TRACE CT,ON command:
IEE5381 CTIEZBxx MEMBER NOT FOUND IN SYS1.PARMLIB

ITTO10I COMPONENT TRACE PROCESSING FAILED FOR PARMLIB MEMBER=CTIEZBxx:

PARMLIB MEMBER NOT FOUND.

An incorrect CTIEZBxx member is specified on the CTRACE() keyword of the
EXEC statement of the TCP/IP started procedure:

IEE538I CTIEZBxx MEMBER NOT FOUND IN SYS1.PARMLIB

An incorrect CTIORAxx member is specified on the TRACE CT,ON command:

TEE5381 CTIORAxx MEMBER NOT FOUND in SYS1.PARMLIB
ITTO01011 COMPONENT TRACE PROCESSING FAILED FOR PARMLIB MEMBER=CTIORAxx:
PARMLIB MEMBER NOT FOUND

An incorrect CTINTAOO member is specified on the TRACE CT,ON command:

IEE5381 CTINTAOO MEMBER NOT FOUND in SYS1.PARMLIB
ITT01011 COMPONENT TRACE PROCESSING FAILED FOR PARMLIB MEMBER=CTINTAQO:
PARMLIB MEMBER NOT FOUND

Modifying without the PARMLIB member

To change component trace options without using a PARMLIB member, issue the
TRACE CT command without the PARM= parameter and specify the options on
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the reply. Though the SYSTCPDA component for packet or data trace does not
have a parmlib member, SYSTCPDA can be used on the trace command without
the PARMLIB member.

Use the following syntax:
TRACE CT,ON,COMP=component_name ,SUB=(procedure_jobname)

After issuing the TRACE CT command, you are prompted to specify the trace
options. Respond using the following syntax:

Reply nn

[,ASID=(asid-list)]
[,JOBNAME=(jobname-1list)]
[,OPTIONS=(name[name]...)]
[,WTR={membername |DISCONNECT}]
[,CONT|END]

Restriction: ASID and JOBNAME are not valid for OMPROUTE.

Reply nn
Specifies the identification number (in the range 0-9999) in the prompting
message. For example, if the response is

06 ITTO66A SPECIFY OPERAND(S) FOR TRACE CT COMMAND

You might reply
r 06,WTR=PTTCP,END

ASID
The ASID (address space identifiers) of the client whose TCP/IP requests are to
be traced.

JOBNAME

The job name of the client whose TCP/IP requests are to be traced. The job

name might be:

* The job name associated with a client application.

* The SNA LU associated with a TELNET session.
Restriction: Do not use the JOBNAME parameter with the TELNET ctrace
option.

e The FTP user ID associated with a FIP data connection.

OPTIONS
Options valid for use with SYSTCPIP are listed in this topic; options valid for
use with OMPROUTE are listed in [Chapter 32, “Diagnosing OMPROUTE|
|problems,” on page 719 and options for SYSTCPRE (the Resolver component)
are listed in [Chapter 39, “Diagnosing resolver problems,” on page 817

Options valid for use with IKE daemon are listed in [Chapter 9, “Diagnosing]
[KE daemon problems,” on page 319

Options valid for use with the network security services (NSS) server are listed
in |[Chapter 10, “Diagnosing network security services (NSS) server problems,”|

Ign page 341.|

membername
The member containing the source JCL that invokes the external writer. The
membername in the WTR parameter must match the membername in a previous
TRACE CT,WTRSTART command. (See [“Steps for obtaining component trace]
[data with an external writer” on page 53.)
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WTR=DISCONNECT
Disconnects the component trace external writer and the trace. You must also
specify a TRACE CT,WTRSTART or TRACE CT,WTRSTOP command to start
or stop the writer.

CONT or END
CONT specifies that the reply continues on another line. Specify END to
complete the response.

Displaying component trace status
To display information about the status of the component trace, issue the following
command:

DISPLAY TRACE,COMP=component_name,SUB=(procedure_jobname)

See [“COMP” on page 48|for more information about conponent_name.

This command displays information about the status of the component trace for
one procedure. To display information about the status of the component trace for
all active procedures, issue the following command:

DISPLAY TRACE,COMP=component_name ,SUBLEVEL,N=8

For the TCP/IP CTRACE components, do not be misled by the line in the middle
of the display showing the MODE is OFFE. This part of the display always says the
MODE is OFF because TCP/IP uses the subtrace for all tracing. The subtrace for
TCPCSZ indicates the actual state of the trace. In the example shown in
4} the trace is active (MODE is ON) with an internal buffer size of 16 M, tracmg
all ASIDs and all JOBNAMES, using MINIMUM options, and using the external
writer PTTCP. Another version of the DISPLAY TRACE command D
TRACE,COMP=component_name,SUBLEVEL,N=8 shows all subtraces for the
component.

Modifying the trace buffer size: To modify the amount of trace buffer in use for

the SYSTCPIP, SYSTCPDA, SYSTCPIS and SYSTCPOT traces use the following
command:

TRACE CT,nnnM,COMP=component_name,SUB=(procedure_jobname)

where nnnM is the new buffer size in mega bytes. The buffer size is subject to the
minimum and maximum buffer size established for each component.

See [“COMP” on page 48| for more information about component_name.

Stopping a component trace
To stop current tracing, issue the following TRACE CT command:
TRACE CT,OFF,COMP=component_name ,SUB=(procedure_jobname)

See [“COMP” on page 48|for more information about component_name.

With the TRACE,CT,OFF command, TCP/IP discontinues recording of all trace
data.
TRACE CT,ON,COMP=SYSTCPIP,SUB=(procedure_jobname)

R n,0PTIONS=(NONE),END

TCP/IP continues to trace exception events.
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Obtaining component trace data with a dump
You can request a dump to obtain component trace data for:

* TCP/IP stack

* OMPROUTE

* RESOLVER

* TELNET

* IKE daemon

* Network security services (NSS) server

TCP/IP stack: If an abend occurs in the TCP/IP address space or in a user’s
address space, TCP/IP recovery dumps the home ASID, primary ASID, secondary
ASID, and the TCPIPDS1 data space. TCPIPDS1 is the name of the data space for
each TCP/IP in an MVS image. It contains the trace data for the SYSTCPIP,
SYSTCPDA, SYSTCPIS and SYSTCPOT components.

To view the trace records for a problem where no abend has occurred, use the
DUMP command. The following example illustrates an DUMP command:

DUMP COMM=(your dump title here)
R n,JOBNAME=(tcpipprocname) ,DSPNAME=("'tcpipprocname'.TCPIPDS1),CONT
R n,SDATA=(NUC,CSA,LSQA,PSA,RGN,SQA,TRT) ,END

Figure 7. Example of DUMP command for TCP/IP stack

To generate a meaningful dump, specify (at a minimum):
* CSA

* LSQA

* RGN

* SQA

OMPROUTE: To obtain a dump of the OMPROUTE address space (which
contains the trace table), use the DUMP command, as shown in the following
example:

DUMP COMM=(enter your dump title here)
R n,JOBNAME=omproute_started_task_name,SDATA=(CSA,RGN,ALLPSA,SQA,SUM, TRT,ALLNUC) ,END

Figure 8. Example of DUMP command for OMPROUTE

RESOLVER: To obtain a dump of the RESOLVER, use the DUMP command, as
shown in the following example:

DUMP COMM=(enter your dump title here)
R n,JOBNAME=resolver_started task name,SDATA=(CSA,RGN,ALLPSA,SQA,SUM,TRT,ALLNUC) ,END

Figure 9. Example of DUMP command for RESOLVER

TELNET: To obtain a dump of TELNET, use the DUMP command, as shown in
the following example:

DUMP COMM=(enter your dump title here)
R n,JOBNAME=telnet_started_task_name,SDATA=(CSA,RGN,ALLPSA,SQA,SUM,TRT,ALLNUC) ,END

Figure 10. Example of DUMP command for TELNET
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Steps for obtaining component trace data with an external writer
Perform the following steps to use an external writer to obtain component trace
data for TCP/IP stacks, packet trace, OMPROUTE, and Telnet.

1.

Enter the appropriate writer procedure in SYS1.PROCLIB, as shown in the
following example. Use a separate external writer for each CTRACE

component. You can have multiple procedures writing to as many as 16
TRCOUT files either on disk or tape.

//PTTCP  PROC

//* REFER: SYS1.PROCLIB(PTTCP)

//* COMPID: OPER

//* DOC: THIS PROCEDURE IS THE IPCS CTRACE1l EXTERNAL WRITER PROCEDURE.
/1* USED BY TCP/IP

/%

//IEFPROC EXEC PGM=ITTTRCWR,REGION=0K,TIME=1440

//* TIME=1440 to prevent S322 abends

//TRCOUTO1 DD DSNAME=MEGA.IPCS.CTRACE1,UNIT=SYSDA,

// VOL=SER=STORGE,

// SPACE=(4096, (100,10),,CONTIG),DISP=(NEW,CATLG),
// DCB=(DSORG=PS)

/1

Restriction: Do not specify DCB parameters. The external writer defaults to an
optimal blocking factor.

Start the external writer using the following command:
TRACE CT,WTRSTART=procedure_name ,WRAP

Turn the trace on and connect the external writer to the component either by

specifying the external writer name in the PARMLIB member, or by specifying
the external writer name in the TRACE command. When starting TCP/IP,
because the SYSTCPDA component has no PARMLIB member, the PARMLIB
option is not applicable for SYSTCPDA. For example, TRACE
CT,ON,COMP=SYSTCPDA,SUB=(TCPCS) ,PARM=CTIEZBDA is a valid command. The
PARMLIB member can specify a new buffer size or the name or a writer. To
turn the trace on and connect the external writer to the component using a
PARMLIB member, add the following TRACEOPTS option to the PARMLIB
member:

WTR (xxx)

where xxx is the procedure name of the external writer. Then use this
PARMLIB member when starting the program (TCP/IP, OMPROUTE,
TELNET, or the Resolver) or if the program is already executing, issue the
following command:

TRACE CT,ON,COMP=component_name,SUB=(procedure_name) ,PARM=parmlib_member

To turn the trace on and connect the external writer without using the
PARMLIB member, enter the following command:

TRACE CT,ON,COMP=component_name, SUB=(procedure_name)

When the system responds, enter the following command:
R n,WTR=procedure_name ,END
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where 7 is the response number issued by the system. Note that you can add
options to the response. The options vary for each component name. See
[‘Formatting component traces” on page 55| for references to the component
options.

Use the DISPLAY command to check the external writer status. Include a
sublevel.

D TRACE,COMP=SYSTCPDA, SUB=(TCPCS2)
IEE843I 11.33.06 TRACE DISPLAY 099
SYSTEM STATUS INFORMATION
ST=(ON,0064K,00064K) AS=ON BR=0FF EX=ON MT=(ON,064K)

TRACENAME
SYSTCPDA
MODE BUFFER HEAD SUBS
OFF HEAD 2
NO HEAD OPTIONS
SUBTRACE MODE BUFFER HEAD SUBS
TCPCS2 ON  0016M
ASIDS *NONE*

JOBNAMES ~ *NONE=*
OPTIONS MINIMUM
WRITER PTTCP

Tip: At this point, the external writer is active for packet and data.

Turn the trace off or disconnect the external writer. The following two
commands disconnect from the external writer, while leaving the trace running
internally.

TRACE CT,ON,COMP=component_name ,SUB=(procedure_jobname)

When the system responds, enter the second command:
R nn,WTR=DISCONNECT,END

Stop the external writer using the following command:
TRACE CT,WTRSTOP=procedure_name

Tips for using component trace external writer
Consider the following when using the component trace external writer.

Do not use the same writer to trace more than one TCP/IP stack, TELNET, or
OMPROUTE application. If you need to trace multiple stacks or applications,
use separate writers.

If your external writer fills up and the wrap option is on, the writer overwrites
itself. If the nowrap option is on, the writer stops.

Use REGION=0K on the trace writer procedure EXEC statement. This helps
ensure that there is enough virtual memory for trace buffers.

Use TIME=1440 on the EXEC statement. This prevents S322 abends.

Use CONTIG on the disk space allocation of the trace data when using the
WRAP option. For example: SPACE=(1024,(4096,100),, CONTIG). This ensures
that the space for the trace data set is available.

Do not specify DCB parameters for trace data sets. The writer optimizes the
logical record length and block size for new trace data sets.
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* Ensure that the dispatching priority of the writer is equal to or greater than the
application that is being traced.

Using a VSAM linear data set:

1. Define a VSAM Linear data set. Using a VSAM linear data set for output trace
data provides better performance than using a sequential data set does.

//DEFINE EXEC PGM=IDCAMS

//SYSPRINT DD SYSOUT=x

//SYSIN DD *

DELETE +

(h1q.CTRACE.LINEAR)

CLUSTER

DEFINE CLUSTER( +

NAME (h1q.CTRACE.LINEAR)

LINEAR

MEGABYTES (10)

VOLUME (CPDLBO)

CONTROLINTERVALSIZE(32768)

)

DATA(

NAME (h1q.CTRACE.DATA)

+

+
+
+
+
+
+
+
+

)
LISTCAT ENT(hlq.CTRACE.LINEAR) ALL
2. Update the Ctrace writer procedure:

//IEFPROC EXEC PGM=ITTTRCHWR
//TRCOUTO1 DD DSNAME=h1q.CTRACE.LINEAR,DISP=SHR
//SYSPRINT DD SYSOUT=+

3. Issue the COPYTRC command.

The VSAM data set must be copied with COPYTRC to a sequential dataset
before being sent to IBM Service.

Formatting component traces

You can format component trace records using IPCS panels or a combination of
IPCS panels and the CTRACE command, either from a dump or from
external-writer files. The code for the component trace record formater can be
found in the SYS1.MIGLIB data set. This data set should be added as a
concatenation to the STEPLIB data set. For details, refer to the z/OS MVS IPCS|

and the f/OS MVS IPCS User’s Guidd

Steps for formatting component traces using IPCS panels: To format component
traces using only IPCS panels, follow these steps:

1. Log on to TSO.

2. Access IPCS.

3. Select option 2 (ANALYSIS) from the option list.

4. Select option 7 (TRACES) from the option list.

5. Select option 1 (CTRACE) from the option list.

6. Select option D (Display) from the option list.
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You know you are done when the CTRACE DISPLAY PARAMETERS screen is
displayed (Figure 11), as shown below.

/ITTPC503 ---------- CTRACE DISPLAY PARAMETERS--==mmmmmmmmmmmmmm e oo
System (System name or blank)
Component (Component name (required))
Subnames
GMT/LOCAL  =======> (Greenwich Mean Time or Local; GMT is default)
Start time == (mm/dd/yy,hh:mm:ss.dddddd)
Stop time ==
Limit == Exception =======>
Report type == FULL (SHort, SUmmary, Full, Tally)
User exit  ==== (Exit program name)
Override source ===>
Options =======>

To enter/verify required values, type any character
Entry IDS =======> Jobnames =======> ASIDs =======> OPTIONS =======> SUBS =======>

CTRACE COMP(xx) FULL

COMMAND =======>
Fl=Help F2=Split F3=End F4=RETURN F5=RFIND F6=MORE F7=UP

9 F8=DOWN F9=Swap F10=LEFT F11=RIGHT F12=CURSOR )

Figure 11. IPCS CTRACE

Enter the component name in the COMPONENT field and as the value in
COMP(xx). For descriptions of options, see the following sections:

+ SYSTCPDA, see['COMP” on page 48.|

* SYSTCPIK, see|“TCP/IP services component trace for the IKE daemon” on page|
336.

* SYSTCPNS, see|“TCP/IP services component trace for the network security]|
[services (NSS) server” on page 346.|

SYSTCPIP, see [“COMP” on page 48

SYSTCPIS, see|"COMP” on page 48.|

SYSTCPOT, see [“OSAENTA trace (SYSTCPOT)” on page 177

* SYSTCPRE, see|Chapter 39, “Diagnosing resolver problems,” on page 817/

* SYSTCPRT, see|“TCP/IP services component trace for OMPROUTE” on page|
-737.

Steps for using the CTRACE command: Perform the following steps to format
component traces using the CTRACE command.

1. Log on to TSO.

2. Access IPCS.

3. Select option 6 (COMMAND) from the option list.

4. Enter a CTRACE command and options on the IPCS command line.

Syntax: Following is the syntax of the IPCS CTRACE command:
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CTRACE syntax

»—CTRACE—| Component selection '—| Report type i

>ﬂ Data selection |—| Address space selection |—| Setdef parameters |—><

Component Selection:

QUERY (compname ) —SUB ( (——name—

-))

COMP (compname ) —SYSNAME (name ) —SUB ( (——name—) )

Report Type:

SHORT—— |—GMT
SUMMARY OCAL

—

FULL—
TALLY—

Data Selection:

[—START (mm/dd/yy, hh.mm. ss . dddddd)—STOP (mm/dd/yy, hh.mm. ss . dddddd)—EXCEPTION———»

»—LIMIT (nnnnnnnn)—ENTIDLIST (entidlist)—USEREXIT (exitname)

»—0PTIONS ( (component routine parameters))

Address Space Selection:

ALL

CURRENT
ERROR

TCPERROR

ASIDLIST (asidlist)
JOBLIST (joblist)
JOBNAME (joblist)

Setdef Parameters:

-

|——|:DSNAME(dataset
DATASET (dataset)

PRINT
NOPRINT

TEST
NOTEST

DDNAME (ddname)
—[FILE(ddname ——I_

—FLAG (severity)——

TERMINAL——Ii
NOTERMINAL

il
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Parameters: Refer to |z/OS MVS IPCS Commands|for details on the CTRACE
parameters.

Keywords: You can use the following CTRACE keywords with TCP/IP
component trace formaters:

JOBLIST, JOBNAME
Use the JOBLIST and JOBNAME keywords to select packet trace records with
a matching link name. However, only the first eight characters of the link name
are matched and no asterisks are accepted in the job name. Also, use them to
match the job name in data trace records.

ASIDLIST
Use the ASIDLIST to select trace records only for a particular address space.

GMT
The time stamps are converted to GMT time.

LOCAL
The time stamps are converted to LOCAL time.

SHORT
If the OPTIONS string does not specify any reports, then format the trace
records. Equivalent to the FORMAT option.

FULL
If the OPTIONS string does not specify any reports, then format and dump the
trace records. Equivalent to the FORMAT and DUMP options.

SUMMARY
If the OPTIONS string does not specify any reports, then create a one line
summary for each trace record. Equivalent to the SUMMARY option.

TALLY
If the OPTIONS string does not specify any reports, then count the trace
records.

START and STOP
These keywords limit the trace records that are seen by the formatter. The
STOP keyword determines the time when records are no longer seen by the
packet trace report formatter.

Rule: CTRACE always uses the time the trace record was moved to the buffer
for START and STOP times.

LIMIT
Determines the number of records the formatter is allowed to process.

USEREXIT
The CTRACE USEREXIT is called for TCP/IP formaters, except for the packet
trace formaters. Therefore, the packet trace formatter calls the CTRACE
USEREXIT before testing the records with the filtering criteria. If it returns a
nonzero return code, then the record is skipped. The USEREXIT can also be
used in the OPTIONS string. It is called after the record has met all the
filtering criteria in the OPTIONS string. For details, see [Formatting packet]
ftraces using TIPCS” on page 95/

Examples of formatting component traces: The following example shows the
error message when the specified address space is not available in the dump.
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CTRACE QUERY(SYSTCPIP) SUB((TCPSVT1)) FULL LOCAL
COMPONENT TRACE QUERY SUMMARY

ITT10003I There are no trace buffers in the dump for COMP(SYSTCPIP)SUB((TCPSVT1))

The following example shows the results when the CTRACE QUERY command is
issued for a dump when the address space is available.

CTRACE QUERY(SYSTCPIP) SUB((TCPSVT2)) FULL LOCAL
COMPONENT TRACE QUERY SUMMARY

COMP (SYSTCPIP)SUBNAME ( (TCPSVT2))

START = MT 02/21/2001 15:25:49.432 LOCAL
STOP 180 02/21/2001 15:51:16.8
Buffer size: 0050M

OPTIONS: CONFIG,CSOCKET,FIREWALL,IOCTL,MESSAGE,OETCP,0PCMDS,
OPMSGS, PASAPT,PING, SOCKAPI,TN,UDP,XCF,CLAW, INT
ERNET, LCS,VTAM, VTAMDATA

OPTIONS: MINIMUM

Tip: The first option is the relevant one (ignore the second options list). The buffer
size and options list are displayed only for a dump data set, not an external writer
data set.

Formatting component traces using a batch job: A component trace can also be
formatted through the use of a batch job. The following is an example of JCL for a
batch job:

//jobname DD (accounting),pgmname,CLASS=A,MSGCLASS=A
//DUMP EXEC PGM=IKJEFTO1

//STEPLIB DD DISP=SHR,DSN=SYS1.MIGLIB

//SYSPRINT DD SYSOUT=x

//SYSUDUMP DD SYSOUT=+

//SYSTSPRT DD SYSOUT=*

//PRINTER DD SYSOUT=+

//SYSPROC DD DISP=SHR,DSN=SYS1.CLIST

// DD DISP=SHR,DSN=SYS1.SBLSCLIO
//IPCSPARM DD DISP=SHR,DSN=SYS1.PARMLIB
// DD DISP=SHR,DSN=CPAC.PARMLIB
// DD DISP=SHR,DSN=SYS1.IBM.PARMLIB

//IPCSPRNT DD SYSOUT=*

//IPCSTOC DD SYSOUT=*

//IPCSDDIR DD DISP=SHR,DSN=userid.IPCS.DMPDIR

//SYSTSIN DD =*

IPCS NOPARM

SETDEF DA('ctrace.dataset')

CTRACE COMP(SYSTCPIP) SUBNAME((tcpiprocname)) OPTIONS((systcpip_options_string)) +
FULL LOCAL

END

/*

Note: IPCSPARM DD should be modified as follows:
//IPCSPARM DD DISP=SHR,DSN=SYS1.PARMLIB

// DD DISP=SHR,DSN=CPAC.PARMLIB

// DD DISP=SHR,DSN=SYS1.IBM.PARMLIB

These concatenations will be used to lTocate the BLSCECT member that
is required by IPCS
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IKE daemon trace (SYSTCPIK)

TCP/IP Services component trace is also available for use with the IKE daemon.
See ["TCP/IP services component trace for the IKE daemon” on page 336.|

Event trace (SYSTCPIP) for TCP/IP stacks and Telnet

60

The TN3270E Telnet server running as its own procedure also uses the SYSTCPIP
event trace.

Restrictions: All discussion that follows where TCP/IP is used as an example also
pertains to the TN3270E Telnet server with the following exceptions:

* The TN3270E Telnet server does not use a dataspace for trace collection, it uses
its own private storage.

* A subset of trace commands are used by Telnet. A default parmlib member,
CTIEZBTN, is provided that indicates all trace options available. The default
parmlib member can be overridden in the same manner as the TCP/IP parmlib
can be overridden.

* A subset of IPCS commands are used by Telnet.

Event trace for TCP/IP stacks traces individual TCP/IP components (such as
STORAGE, INTERNET, and so forth) and writes the information either to a data
set (using an external writer), or internally to the TCP/IP dataspace (TCPIPDS1).
To aid in first failure data capture, a minimal component trace is always started
during TCP/IP initialization if you use the TCP/IP Component Trace
SYS1.PARMLIB member, CTIEZBxx.

You can select trace records at run time by any of the following methods:
¢ JOBNAME

* Address space identifiers (ASID)

* Trace option

* IP address

* Port number

¢ Event identifier

Restriction: If using the TELNET options, do not specify the JOBNAME parm
when starting CTRACE.

Specifying trace options

You can specify component trace options at TCP/IP initialization or after TCP/IP
has initialized.

Specifying trace options at initialization
To start TCP/IP with a specific trace member, use the following command:
S tepip_procedure_name, PARMS=CTRACE(CTIEZBxx)

where CTIEZBxx is the component trace SYS1.PARMLIB member.
You can create this member yourself, or you can update the default SYS1.PARMLIB

member, CTIEZBO00. For a description of trace options available in the CTIEZB00,
see [Table 11 on page 63|
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Tip: Besides specifying the desired TCP/IP traces, you can also change the

component trace buffer size.

You can use IBM Health Checker for z/OS to check whether TCP/IP Event Trace
(SYSTCPIP) is active with options other than the default options (MINIMUM, INIT,
OPCMDS, or OPMSGS). For more details about IBM Health Checker for z/OS, see

|Appendix D, “IBM Health Checker for z/OS,” on page 889

/********************************************************************/

/* */
/* IBM Communications Server for z/0S */
/* SMP/E Distribution Name: CTIEZBOO */
/* */
/* MEMBER: CTIEZBOO */
/* */
/* */
/* Copyright: Licensed Materials - Property of IBM */
/* */
/* 5694-A01 */
/* */
/* Copyright IBM Corp. 1996, 2007. */
/* */
/* STATUS = CSVIR9 */
/* */
/* DESCRIPTION = This parmlib member causes component trace for */
/* the TCP/IP product to be initialized with a */
/* trace buffer size of 8 megabytes. */
/* */
/* This parmlib member only lists those TRACEOPTS */
/* value specific to TCP/IP. For a complete Tist */
/* of TRACEOPTS keywords and their values see */
/* z/0S MVS INITIALIZATION AND TUNING REFERENCE. */
/* */
/* $MAC(CTIEZBOO) PROD(TCPIP): Component Trace SYS1.PARMLIB member =/
/* */
/********************************************************************/
TRACEOPTS

gy */
/* ON OR OFF: PICK 1 */
2 2y */

ON
/* OFF */
2 */
/*  BUFSIZE: A VALUE IN RANGE 1M TO 256M */
2y */
BUFSIZE(8M)

/* JOBNAME (jobnamel,...) */
/* ASID(Asidl,...) x/
/* WTR(wtr_procedure) */
/2y */
/*  Note, the following groups of trace options are supported: */
/* */
/* ALL = A11 options except MISC, PFSMIN, ROUTE, SERIAL, */
/* SOCKAPI, STORAGE, TCPMIN, and TIMER */
/*  CSOCKET = PFS + SOCKET */

Figure 12. SYS1.PARMLIB member CTIEZBOO (Part 1 of 3)
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/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*

DLC

IN
LATCH
MINIMUM
ALLMIN
OETCP
OEUDP
PING
RW
SMTP
SYSTEM

TN
ub

PFSMIN
TCPMIN
ALLMIN

NOTE:

not be active at the same time.
duplicate information.
OPTIONS: NAMES OF FUNCTIONS OR GROUPS TO BE TRACED:

OPTIONS( */
"ALL ! */
, 'ALLMIN ' */
,'ACCESS ' =*/
, 'AFP ! */
, 'ARP o/
, 'CLAW ' */
,'CONFIG ' =/
, 'CSOCKET ' =/
,'DLC ' */

, '"EID(hhhhhhh,hhhhhhhh) '
, 'ENGINE ' */
, 'FIREWALL'  =*/
, ' ICMP ! */
>IN Yo/
,INIT ! */
, ' INTERNET' */
, ' IOCTL ! */

CLAW + INTERNET + LCS + VTAM + VTAMDATA

CONFIG + INIT + IOCTL + OPCMDS + OPMSGS

SERIAL

INIT + OPCMDS + OPMSGS

INIT + OPCMDS + OPMSGS + MINPFS + MINTCP
ENGINE + PFS + QUEUE + TCP

ENGINE + PFS + QUEUE + UDP

ARP + ICMP + RAW + ND

ENGINE + PFS + QUEUE + RAW + SOCKET

ENGINE + IOCTL + PASAPI + PFS + QUEUE + SOCKET + TCP
INIT + OPCMDS + OPMSGS + SERIAL + STORAGE + TIMER +

WORKUNIT

ENGINE + PFS + QUEUE + SOCKET + TCP
PFS + TCP + TELNET + TELNVTAM
ENGINE + PFS + QUEUE + SOCKET + UDP

Reduced set of PFS trace data
Reduced set of TCP trace data
PFSMIN + TCPMIN

, "IPADDR (nnn.nnn.nnn.nnn/mmm.mmm.mmm,
nnn.nnn.nnn.nnn/pp,

hhhh: :hhhh/ppp)
, "IPSEC ' */
, 'LATCH ! */
,'LCS ox/

, 'MESSAGE ' */

Figure 12. SYS1.PARMLIB member CTIEZBOO (Part 2 of 3)
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/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*

, 'PORT (ppppp,00000,rrrrr, ttttt) ' */

,'MINIMUM %/
JMISC %/
»'ND b/
JNONE ' %/
JOETCP ' %/
J'OEUDP ' %/
,'OPCMDS ' %/
J'OPMSGS %/
J'PASAPT ' %/
JPES ]
J'PESMIN ' %/
JPING ' %/
,'POLICY ' %/
J'QUELE ' %/
JRAW %/
JROUTE ' %/
' RW Y
J'SERIAL ' %/
JISMTP %/
JSNMP %/
,'SOCKAPT '/
J'SOCKET '/
,'STORAGE ' %/
J'SYSTEM ' %/
,'TC Y
JTCP %/
JTCPMIN ' %/
JTELNET ' %/
' TELNVTAM' %/
JTIMER ' %/
>N A
»'UD b/
J'UDP %/
JVTAM %/
,'VTAMDATA'  /
. 'WORKUNIT' %/
JXCF %/
) */

Figure 12. SYS1.PARMLIB member CTIEZBOO (Part 3 of 3)

A group activates multiple trace options. The group name identifies traces that
should be activated for a specific problem area, and trace groups provide a way to
collect trace data by problem type.

able 11| describes the available trace options and groups.

Table 11. Trace options and groups

Trace Event

Description

ALL

All types of records except MISC, PFSMIN, ROUTE, SERIAL,
STORAGE, TCPMIN, and TIMER.

Slow Performance: Using this option slows performance
considerably, so use with caution.

Also available for the TN3270E Telnet server running in its
own address space.
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Table 11. Trace options and groups (continued)

Trace Event

Description

ALLMIN

Turns on the following trace options:
e INIT

¢ OPCMDS

* OPMSGS

* PFSMIN

e TCPMIN

ACCESS

Trace creation, modification, and manipulation of the
Network Access tree, along with results of all Network
Access queries.

AFP

Turns on trace for fast response cache accelerator.

ARP

Shows address resolution protocol (ARP) cache management
and ARP timer management. This option also shows all
outbound and inbound ARP packets.

Tip: The information provided differs depending on the type
of device.

Guideline: The ARP and ND options are aliases. If you turn
one on, you turn on the other option, and if you turn one off,
you turn off the other option. When formatting the trace,
these options can be filtered separately.

CLAW

Shows all control flows for a CLAW device.

CONFIG

Turns on trace for configuration updates.

CSOCKET

Turns on the following trace options:
* PFS
* SOCKET

DLC

Turns on the following trace options:
« CLAW

* INTERNET

+ LCS

* VTAM

* VTAMDATA

EID(list)

Turns on trace by event identifier. The event identifiers are 8
hexadecimal digits. Up to 16 can be specified. Use only
under the direction of IBM Support.

ENGINE

Turns on trace for stream head management.

Guideline: The ENGINE and QUEUE options are aliases. If
you turn one on, you turn on all related options, and if you
turn one off, you turn off all related options. These alias
options are only for recording the trace. When formatting the
trace, these options can be filtered separately.

FIREWALL

Turns on trace for firewall events.

Tip: Synonymous with IPSEC option.

ICMP

Turns on trace for the ICMP protocol.
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Table 11. Trace options and groups (continued)

Trace Event

Description

IN

Turns on the following trace options:
* CONFIG

e INIT

* IOCTL

* OPCMDS

* OPMSGS

INIT

Turns on trace for TCP/IP Initialization/Termination.

Note: The INIT, OPCMDS, and OPMGS options are aliases.
If you turn one on, you turn on all related options, and if
you turn one off, you turn off all related options. These alias
options are only for recording the trace. When formatting the
trace, these options can be filtered separately.

Also available for the TN3270E Telnet server running in its
own address space.

INTERNET

Turns on trace for Internet Protocol layer.

Tip: Using this option slows performance considerably, so
use with caution.

IOCTL

Turns on trace for IOCTL processing.

IPADDR(list)

Turns on trace by IP address.

IPSEC

Turns on trace for IP security events.

Tip: Synonymous with FIREWALL option.

LATCH

Turns on the following trace option:
e SERIAL

LCS

Shows all control flows for an LCS device.

MESSAGE

Turns on trace for message triple management.

Tip: Using this option slows performance considerably, so
use with caution.

Also available for the TN3270E Telnet server running in its
own address space.

MINIMUM

Turns on the following trace options:
e INIT

+ OPCMDS

+ OPMSGS

MISC

Turns on trace for miscellaneous TCP/IP internal diagnostics.

NONE

Turn off all traces but exception traces, which always stay on.

Also available for the TN3270E Telnet server running in its
own address space.

ND

Enable Neighbor Discovery trace option.

Guideline: The ARP and ND options are aliases. If you turn
one on, you turn on the other option, and if you turn one off,
you turn off the other option. When formatting the trace,
these options can be filtered separately.
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Table 11. Trace options and groups (continued)

Trace Event

Description

OETCP

Turns on the following trace options:
* ENGINE

* PFS

* QUEUE

s TCP

OEUDP

Turns on the following trace options:
* ENGINE

* PFS

* QUEUE

« UDP

OPCMDS

Turns on traces of operator commands.

Guideline: The INIT, OPCMDS, and OPMGS options are
aliases. If you turn one on, you turn on all related options,
and if you turn one off, you turn off all related options.
These alias options are only for recording the trace. When
formatting the trace, these options can be filtered separately.

OPMSGS

Turns on message trace for console messages.

Guideline: The INIT, OPCMDS, and OPMGS options are
aliases. If you turn one on, you turn on all related options,
and if you turn one off, you turn off all related options.
These alias options are only for recording the trace. When
formatting the trace, these options can be filtered separately.

PASAPI

Turns on traces for transforms that handle Pascal APlIs.

PFS

Turns on trace for the physical file system layer.

Tip: The PFS and PFSMIN options should not be specified
together; the PFS option gathers all the information that the
PFSMIN option gathers.

PFSMIN

Turns on the minimum PFS trace option.

Tip: The PFS and PFESMIN options should not be specified
together; the PFS option gathers all the information that the
PFSMIN option gathers.

PING

Turns on the following trace options:
* ARP

« ICMP

* RAW

POLICY

Trace the stack usage of Policy Rules and Actions.

PORT(list)

Turns on trace by port number.

QUEUE

Turns on trace for stream queue management.

Guideline: The ENGINE and QUEUE options are aliases. If
you turn one on, you turn on all related options, and if you
turn one off, you turn off all related options. These alias
options are only for recording the trace. When formatting the
trace, these options can be filtered separately.

RAW

Turns on trace for the RAW transport protocol.

ROUTE

Trace manipulation of IP Routing Tree.
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Table 11. Trace options and groups (continued)

Trace Event

Description

RW

Turns on the following trace options:
* ENGINE

* PFS

* QUEUE

* RAW

* SOCKET

SERIAL

Turns on trace for lock obtain and release.

Tip: Using this option slows performance considerably, so
use with caution.

Also available for the TN3270E Telnet server running in its
own address space.

SMTP

Turns on the following trace options:
* ENGINE

« IOCTL

* PASAPI

* PFS

* QUEUE

* SOCKET

 TCP

SNMP

Turns on trace for SNMP SET requests.

SOCKAPI

Trace Macro and Call Instruction API calls (see |“Socket AP

[traces” on page 73)

SOCKET

Turns on trace for the Sockets API layer.

STORAGE

Turns on trace for storage obtain and release.

Tip: Using this option slows performance considerably, so
use with caution.

Also available for the TN3270E Telnet server running in its
own address space.

SYSTEM

Turns on the following trace options:
e INIT

* OPCMDS

¢ OPMSGS

¢ SERIAL

* STORAGE

* TIMER

* WORKUNIT

TC

Turns on the following trace options:
* ENGINE

* PFS

* QUEUE

¢ SOCKET

« TCP
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Table 11. Trace options and groups (continued)

Trace Event

Description

TCP Turns on trace for the TCP transport protocol.
Restriction: The TCP and TCPMIN options should not be
specified together; the TCP option gathers all the information
that the TCPMIN option gathers.
Slow Performance: Using this option slows performance
considerably, so use with caution.

TCPMIN Turns on the minimum TCP trace option.
Slow Performance: The TCP and TCPMIN options should
not be specified together; the TCP option gathers all the
information that the TCPMIN option gathers. The same is
also true for the PFS and PFSMIN options.

TELNET Turns on trace for TELNET events.

Only useful when used by the TN3270E Telnet server.

TELNVTAM (an alias for
TELNET)

Turns on trace for TELNET events.

TIMER

Turns on trace for TCP timers.
Slow Performance: Using this option slows performance
considerably, so use with caution.

Also available for the TN3270E Telnet server running in its
own address space.

TN

Turns on the following trace options:
* PFS

« TCP

» TELNET

* TELNVTAM

UD

Turns on the following trace options:
* ENGINE

* PFS

* QUEUE

* SOCKET

e UDpr

UDP

Turns on trace for UDP transport protocol.
Slow Performance: Using this option slows performance
considerably, so use with caution.

VTAM

Shows all of the nondata-path signaling occurring between IF
and VTAM.

VTAMDATA

Shows data-path signaling between IF and VTAM, including
a snapshot of media headers and some data.

Slow Performance: Using this option slows performance
considerably, so use with caution.

WORKUNIT

Turns on trace for work unit scheduling.

XCF

Turns on trace for XCF events.

Specifying trace options after initialization

After TCP/IP or Telnet initialization, you must use the TRACE CT command to
change the component trace options. Each time a new component trace is initiated,
all prior trace options are turned OFF, and the new traces are activated.
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You can specify TRACE CT with or without the PARMLIB member.

You can use IBM Health Checker for z/OS to check whether TCP/IP Event Trace
(SYSTCPIP) is active with options other than the default options (MINIMUM, INIT,
OPCMDS, or OPMSGS). For more details about IBM Health Checker for z/OS, see
|[Appendix D, “IBM Health Checker for z/OS,” on page 889

Additional filters for SYSTCPIP

The following additional trace filters for limiting the volume of trace data are
available:

* The IPADDR keyword filters by IP address
* The PORT keyword filters by port number
* The EID keyword filters by event identifier

The EID keyword specifies up to 16 trace event identifiers. Each identifer is
eight hexadecimal characters. For example: EID(00010001,00090001,40030003).
Use the EID keyword only with the direction of IBM service personnel.

To execute a trace on a particular IP address, use the IP address, port number,
ASID, and JOBNAME as targets for filtering the records.

To use this function, start by issuing the TRACE command:

TRACE CT,ON,COMP=SYSTCPIP,SUB=(tcpip_procedure_name)
R 01,0PTIONS=(IPADDR(12AB:0:0:CD30::/60),PORT(1012))
R 02,0PTIONS=(ENGINE,PFS),END

Trace records of type ENGINE or PFS for an IP address of 12AB:0:0:CD30::/60 and
a port number of 1012 are captured. The IP address used is the foreign session
partner IP address. The local port number is the local session partner port number.
The choice of the IP and Port numbers is determined by the direction of the data.

When filters are used, the trace record must be accepted by each filter. Each filter
can specify multiple values (up to 16), and the trace record must match one of the
values.

lists the data types and corresponding description.
Table 12. Data types

Data type Description

Inbound Data received at the IP layer is considered
inbound data. The source IP address and the
destination port number are used.

Outbound Data sent in the PFS layer is considered
outbound data. The destination IP address
and the source port number are used.

The following are five criteria for selecting trace records for recording:
* TYPE

* JOBNAME

* ASID

+ IPADDR

* PORT
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Each criterion can specify one or more values. If a criterion has been specified, the
record to be traced must match one of the values for that criterion. If a criterion
has not been specified, the record is not checked and does not prevent the record
from being recorded. However, the record must match all specified criteria.

In the above example, JOBNAME and ASID were not specified, so the value of
JOBNAME and ASID in the record are not checked.

Restriction: IPADDR and PORT are exceptions. Some trace records do have a IP
address or a port number. Therefore, the IP address is only checked if it is nonzero,
and the port number is checked only if it is nonzero.

You can also specify a range of IP addresses to trace. For example,
TRACE CT,ON,COMP=SYSTCPIP, SUB=(TCPIP_PROC_NAME)
R xx, OPTIONS = (IPADDR(nn.nn.nn.nn,{nn.nn.nn.nn/mm.mm.mm.mm}),PORT (pppp{,pppp}))

IPADDR
An IP address. Up to 16 addresses can be specified. IPv4 addresses are in
dotted decimal notation, for example: 192.48.24.57. IPv6 addresses are in
colon-hexadecimal notation or in a combination of both colon-hexadecimal and
dotted decimal for IPv4-mapped IPv6 addresses, for example: beef::c030:1839.
Use an IP address of 0 for trace records that do not have an IP address. A
subnet mask is indicated by a slash (/) followed by the prefix length in
decimal or by a dotted decimal subnet mask for IPv4 addresses. The prefix
length is the number of one bits in the mask. For IPv4 addresses it might be in
the range of 1-32; for IPv6 addresses it might be in the range of 1-128, for
example: 192.48.24 /24 or 2001:0DB8::0/10, respectively.

PORT
The list of port numbers to be filtered. Up to 16 port numbers can be specified.
The port numbers, specified in decimal, must be in the range 0-65535. A trace
record with a zero port number is not subject to port number filtering.

You can specify the IPADDR and PORT keywords multiple times in an OPTIONS
string. If you do, all the values are saved.

Restriction: All the values in the OPTIONS keyword must be specified in one trace
command. The next trace command with an OPTIONS keyword replaces all the
options specified.

Formatting event trace records for TCP/IP stacks and Telnet

You can format event trace records using IPCS panels or a combination of IPCS
panels and the CTRACE command. For a description of the relevant IPCS panels,
see |”Steps for formatting component traces using IPCS panels” on page 55]

For more information about other CTRACE options, refer to the Iz/OS MVS IPCSl

ommands

When using an IPCS panel, enter the trace types in the following format:
option DUCB() CID()

Following is the syntax for the CTRACE command for TCP/IP stacks and Telnet.
For more information on the command and IPCS, refer to the [z/OS MVS IPCY|

User’'s Guidd
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»»—O0PTIONS ((——Type >

LADDR (——contro Z_block_addressj—)J
LDUCB (Lpr'ocess_indexj—)J LC ID(——connection_identifi erj—)J

\4
v

> »

LIPADDR(Lip_addr'ess]—)J LPORT(Lpor't_number]—)J

L J ) )
RECORD (——record_number B )

record _numbe r—l

Yy

Type Name
The name of a trace type. Only records of these types are formatted. For a list
of types, see|Table 11 on page 63}

ADDR
A control block address. Up to 16 control block addresses can be specified.
Addresses in hexadecimal should be entered as x"'hhhhhhhh’.

DUCB
A process index for the thread of execution. Up to 16 indexes can be specified.
The DUCB index values can be entered either in decimal (such as DUCB(18)) or
hexadecimal (such as DUCB(X'12")), but are displayed in hexadecimal format.

CID
A connection identifier. Up to 16 identifiers can be specified. The CID values
can be entered in either decimal (such as CID(182)) or hexadecimal (such as
CID(X'0006CE7E")), but are displayed in hexadecimal. This is the same value
that appears in the NETSTAT connections display.

IPADDR
An IP address. Up to 16 addresses can be specified. IPv4 addresses are in
dotted decimal notation, for Example: 192.48.24.57. IPv6 addresses are in
colon-hexadecimal notation or in a combination of both colon-hexadecimal and
dotted decimal for IPv4-mapped IPv6 addresses, for example: beef::c030:1839.
Use an IP address of 0 for trace records that do not have an IP address. A
subnet mask is indicated by a slash (/) followed by the prefix length in
decimal or by a dotted decimal subnet mask for IPv4 addresses. The prefix
length is the number of one bits in the mask. For IPv4 addresses it might be in
the range of 1-32; for IPv6 addresses it might be in the range of 1-128, for
example: 192.48.24/24 or 2001:0DB8::0/10
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PORT
A port number. Up to 16 port numbers can be specified. Note that the port
numbers can be entered in decimal, such as PORT(53), or hexadecimal, such as
PORT(x'35"), but are displayed in decimal. These are port numbers in the
range 0-65535. Use a port number of 0 for trace records that do not have a
port number.

RECORD
The record number can be specified as a single hexadecimal value (for
example, x'hhhhhhhh') or as a range (for example, x 'hhhhhhh' :x'hhhhhhhh").
The record number is assigned as the records are written and can be found on
the line of equal signs (=) that separates each record.

Standard TSO syntax is used for the keywords and their values. For example, CID
(123).

shows the beginning of the CTRACE formatted output. The CTRACE
command parameters are followed by the trace date and column headings. Then,
there is one TCP/IP CTRACE record with four data areas.

COMPONENT TRACE FULL FORMAT
COMP (SYSTCPIP) SUBNAME ( (TCPSVT))

*x%%% 11/03/1999
SYSNAME ~ MNEMONIC ENTRY ID TIME STAMP DESCRIPTION
VIC142 PFS 60010018 14:57:59.207826  Socket IOCTL Exit
HASID..001E PASID..000E SASID..001E USER...OMPROUTE
TCB....007E7A68 MODID..EZBPFIOC REG14..161D86CO DUCB...0000000C
CID....0000003A PORT..... 0
IPADDR. 3F98::D002:A521
Ii ADDR...00000000 14D9EEDO LEN....000000A0 O0SI
+0000 D6E2C940 000000A0 00000000 00000000 (O]
+0010 0500001B 14D9EF70 00500AC8 00000000 | ..... R...&.H....
+0020 00000000 00000000 00000000 00000000 | +.verveeveenennn.
+0030 00000000 00000000 00000000 00281080 | +ovveevveveennnn
+0040 14D9FCOC 00000COO0 14DIFFE8 00000000 Roool... R.Y....
+0050 00000000 00000000 00000000 00000000 | «ovvvevvenneennn.
+0060 00000000 00000000 00000000 00000000 | +.ovevervennennnn
+0070 00000000 00000000 00000000 00000000 | +.ovevevvennennn.
+0080 00000000 00000000 00000000 00000000 | v.vevervrenennn.
+0090 00000000 00000000 00000000 00000000 | +overveeveenennnn
ADDR...00000000 12D7F874 LEN....00000004 SCB Flags
+0000 00280000 | .... |
ADDR...00000000 12E88598 LEN....00000010 Return Value Errno Errnodr
+0000 C5D9D9D5 FFFFFFFF 00000462 740EQ06B | ERRN........... . |
ERRNO. .-1, 462, 740E006B
ADDR...00000000 14D9F4E4 LEN....00000048 IOCTL Request
+0000 C3C6C7D4 DIC5D840 0000OO8E 00000462 CFGMREQ ........
+0010 00000320 00000500 00000000 00000000 | «.ovvvevveneennn.
+0020 740E0005 00000000 14B4C7CO 00000000 | ...eveen.. G{....
+0030 00000000 00050063 00000000 00000000 | «.ovvvevvennennnn
+0040 F3F1FOF1 00000000 3101....

BWN =

Figure 13. Start of component trace full format

The parts of the TCP/IP CTRACE record are:

Standard IPCS header line, which includes the system name (VIC142),
TCP/IP option name (PFS), time stamp, and record description.

H TCP/IP header line with address space and user (or job name) information.
TCP/IP header line with task and module information.
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ﬂ TCP/IP header line with session information (CID, IP address, and port
number).

ﬂ TCP/IP header line for a data area. This line has the address (first four
bytes are the ALET), the length of data traced, and the data description.
Following the description, the actual data is in dump format (hexadecimal
offset, hexadecimal data, and EBCDIC data).

@ There are four data areas in this example. The third data area (Return Value
Errno ErrnoJr” has an extra line. The ERRNO line is added only when the
return value is -1 and the ERRNO indicates an error. In this example, the return
code is hexadecimal 462 (decimal 1122). Refer to the [z/0S Communications|
[Server: IP and SNA Codes|for more information.

TCP/IP trailer and separator line with the record sequence number
(hexadecimal 573E).

Additional fields in CTRACE output

The ERRNO line in [Figure 13 on page 72|is one of two cases in which the
formatter extracts data and formats it in a special way. The other case is for "TCB
CTRL" and "IUDR" data. Several fields are copied from the data and formatted
with character interpretation of fields, such as converting values to decimal or
dotted decimal. is an example. Note the additional fields (TcpState,
TpiState, and others) following the hexadecimal data.

BOTSWANA TCP 40030002 20:51:35.652462  Select/Poll Exit Detail
HASID..0082 PASID..0088 SASID..000E USER...POLAGENT
TCB....007E4640 MODID..EZBTCFSP REG14..10FD7C5E DUCB...00000016
CID....000004DC PORT....1925
IPADDR. 197.011.106.001

ADDR...00000000 116B04DC LEN....00000004 Select function code
+0000 00000002 e
ADDR...00000000 116B0668 LEN....00000004 Output condition indicators
+0000 40000000 ..
ADDR...00000000 7F60C508 LEN....000003D8 Transmission Control Block
+0000 E3C3C240 C3E3D9D3 00050009 81801000 TCB CTRL....a...
+0010 00000000 00000000 00000000 138C4FO8 | vevvvvveenenn. |.

+0170 00000000 00020000 00003000 45000028 | .....iiiiinn...
+0180 1CB14000 40060000 C50B6A01 C50B6A01 ) I
+0190 00000000 00000000 00000000 00000000 | ..ovvvviiennnnnn.
+01A0 00000000 00000000 00000000 00000000 | ..ovvvvnvennnn.n.
+01BO 00000000 00000000 OOOOFFFF FFFF4000 | .............. .
+01C0 00000000 00000000 00000000 00000001 | ..ovvvviiennn....
+01D0 07850185 F4258CA0 F425A310 50107F32 .e.ed. .. 4.t.8.".
+01E0 00000000 0004FFCB 01030300 0101080A | ..vvvvnnievnnn...

+03D0 010E1301 OE21010E | ceeenen. |
TcpState. .ESTAB TpiState..WLOXFER

SrcPort..1925 SrcIPAddr. 197.11.106.1
DstPort..389 DstIPAddr. 197.11.106.1
FLAGS..... ACK

Figure 14. Component trace full format showing character interpretation of fields

Socket API traces

The SOCKAPI option, for the TCP/IP CTRACE component SYSTCPIP, is intended
to be used for application programmers to debug problems in their applications.
The SOCKAPI option captures trace information related to the socket API calls that
an application might issue. The SOCKET option is primarily intended for use by
TCP/IP Service and provides information meant to be used to debug problems in
the TCP/IP socket layer, UNIX System Services, or the TCP/IP stack.
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CTRACE is available only to users with console operator access. If the application
programmer does not have console access, someone must provide the CTRACE
data to the programmer. For security reasons, it is suggested that only the trace
data related to the particular application be provided. The following sections
explain how to obtain the trace data for a particular application, format it, and
save the formatted output. The application data can be isolated when recording the
trace, or when formatting it, or both.

2/08 provides several socket APIs that applications can use. [Figure 15 on page 74|
shows different APIs along with the high level flows of how they interact with the
TCP/IP stack.

The SOCKAPI trace output is captured in the Sockets Extended Assembler Macro
API (the Macro API). Given the structure of the TCP/IP APIs, this trace also covers
the Call Instruction API, the CICS Socket API, and the IMS socket API. Some of the
socket APIs based on the Macro API currently encapsulate some of the Macro API
processing.

For example, in a CICS TS environment, CICS sockets-enabled transactions do not
have to issue an SOCKAPI call. Rather, this is done automatically for the socket
API by the TCP/IP CICS TRUE (Task Related User Exit) component layer. If the
socket API trace is active, trace records for the SOCKAPI calls are created.

Application Programs and Subsystems
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& i) Sockets Extended Language Environment
a o Assembler Macro API z/OS CS TCP/IP C/C++ Sockets (UNIX) C/C++ Sockets

z/OS UNIX System Services Callable BPX Sockets

| TCP and UDP Transport Protocol Layer |

| IP Network Protocol Layer |

| Network Interface Layer |

Figure 15. TCP/IP networking API relationship on z/OS

Recommended options for the application trace
The CTRACE facility has flexibility such as filtering, combining multiple
concurrent applications and traces, and using an external writer.

Guidelines: Consider the following when using CTRACE:

* Although the CTRACE can be used to trace multiple applications at the same
time and in conjunction with other trace options, it is not recommended.
Multiple traces make problem determination more difficult.

* For performance reasons, the data being recorded should be filtered, to minimize
the overhead of recording the trace, to make formatting faster, to save storage,
and to minimize wrapping (overwriting of older trace records by new trace
records).
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Ideally, you should use the CTRACE facility to capture all the SOCKAPI trace
records for one application. The trace can be filtered various ways when
formatting. If necessary, you can limit the trace data collected by IP address or port
number, but you risk some records not being captured. For example, the problem
might be that the wrong IP address or port number was coded or used. Both the
IP address and port number are formatting options.

Guidelines: The following are recommended options for optimally capturing the
application data:

* Trace only one application. Use the job name or ASID option when capturing
the trace to limit the trace data to one application.

* Trace only the SOCKAPI option. To get the maximum number of SOCKAPI
trace records, specify only the SOCKAPI option.

Tip: You also receive exception records. Exception records are always traced
because they are considered unusual events.

e Use an external writer. The external writer is recommended to:

— Separate the SOCKAPI trace records from other internal data that exist in a
dump (for security and other reasons)

— Avoid interrupting processing with a dump of the trace data

- Keep the buffer size from limiting the amount of trace data

— Avoid increasing the buffer size, which requires restarting TCP/IP
— Handle a large number of trace records

* Trace only one TCP/IP stack. If you are running with multiple TCP/IP stacks on
a single z/OS image, use the external writer for only one TCP/IP stack.

* Activate the data trace only if more data is required. The SOCKAPI trace
contains the first 96 bytes of data sent or received, which is usually sufficient. If
additional data is needed, the data trace records can be correlated with the
SOCKAPI records.

Collecting the SOCKAPI trace option

This section describes how to collect the trace for use by application programmers.

The existing CTRACE facility for TCP/IP’s SYSTCPIP component is used for the
SOCKAPI trace option. Collecting the trace is described generally in
ftrace” on page 47

The trace can be started automatically when TCP/IP starts or can be started or
modified while TCP/IP is executing. A CTRACE PARMLIB member is required for
starting the trace automatically, and can optionally be used after TCP/IP has been
started.

CTRACE PARMLIB member CTIEZBxx: Sample member CTIEZBO0O is shipped
with TCP/IP.

TCP/IP start procedure: The CTRACE PARMLIB member can be specified in the
TCP/IP start procedure or on the START command. The sample TCPIPROC start

procedure specifies member name CTIEZBO00. Specifying the member name on the
START command depends on how the TCP/IP start procedure is coded.

The following example illustrates overriding the PARMLIB member name using
the sample TCPIPROC start procedure.

S TCPIPROC,PARM="'CTRACE (CTIEZBAN)'
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Use the TRC option to specify the suffix of the SYSI.PARMLIB member for
SYSTCPIP CTRACE initialization. The TRC option appends the two letters to
CTIEZB. The full member name is CTIEZBxx. The default value is 00. In this
example, the PARMLIB member for SYSTCPIP is CTIEZBAN, an equivalent
command is

S TCPIPROC,PARM="TRC=AN"

Use the IDS option to specify the suffix of the SYSI.PARMLIB member for
SYSTCPIS CTRACE initialization. The IDS option appends the two letters to
CTIIDS. The full member name is CTIIDSxx. The default value is 00.

S TCPIPROC,PARM="IDS=AN"

You can specify multiple parameters. If you specify both the CTRACE and TRC
parameters, the parameter that appears last in the parameter string is used.

TRACE command: Use the MVS TRACE command to start, modify, or stop the
trace after TCP/IP has been started. The TRACE command replaces all prior
settings except the buffer size. When modifying the options, be sure to specify the
SOCKAPI option.

The examples below show how to start the trace.

The SUB option is the subtrace name, which for TCP/IP, is the job name of the
stack (usually this is the TCP/IP start procedure name). In the following examples,
the subtrace is TCPIPROC (the name of the sample procedure), and the variable
fields are in lowercase.

To activate the trace with just the SOCKAPI option, code the following:

TRACE CT,ON,COMP=SYSTCPIP,SUB=(tcpiproc)
R n,JOBNAME=(ezasokjs),OPTIONS=(sockapi),end

To specify a PARMLIB member, which contains the trace options, code the
following:

TRACE CT,ON,COMP=SYSTCPIP,SUB=(tcpiproc),PARM=ctiezban

To stop the trace, either use the TRACE CT,OFF command or reissue TRACE
CT,ON with different parameters.

The following is an example of the OFF option:
TRACE CT,OFF,COMP=SYSTCPIP,SUB=(tcpiproc)

When using the TRACE command, be sure to notice message ITT038I, which
indicates whether the command was successful or not. The following is an
example of ITTO38I:

14.11.29 ITTO38I NONE OF THE TRANSACTIONS REQUESTED VIA THE TRACE CT
COMMAND WERE SUCCESSFULLY EXECUTED.

or
14.11.40 ITTO38I ALL OF THE TRANSACTIONS REQUESTED VIA THE TRACE CT
COMMAND WERE SUCCESSFULLY EXECUTED.

Refer to|z/OS MVS System Commands| for more information about the TRACE
command.

External writer: If the trace is active, it is always written to an internal buffer
(whose size is set to BUFSIZE during TCP/IP initialization). The internal buffer is
available only in a dump of TCP/IP and its dataspace (TCPIPDS1). Optionally, the
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trace can also be written to an external data set using the MVS CTRACE external
writer. If you use an external writer, the trace records are copied to a data set.

To use an external writer, you must create a procedure that specifies the job to run
(the external writer) and the trace output data sets. Also, refer to |z/0OS MV'S
IDiagnosis: Tools and Service Aids|for more information about CTRACE, the external

writer (including a sample procedure), dispatching priority for the external writer
job, and wrapping.

The external writer must be started before the trace can be activated. The trace
must be inactivated before the writer can be stopped. The writer must be stopped
before the data set can be formatted or transferred. For example, here is a sequence
of commands for using an external writer procedure named ctw:

TRACE CT,WTRSTART=ctw

TRACE CT,ON,COMP=SYSTCPIP,SUB=(tcpiproc)
R n,JOBNAME=(ezasokjs),OPTIONS=(sockapi),WTR=ctw,end

<run application being traced>

TRACE CT,OFF,COMP=SYSTCPIP,SUB=(tcpiproc)
TRACE CT,WTRSTOP=ctw

The external data set (specified in the procedure "ctw”) is now available for
formatting.

Filtering options when recording the trace: Options for filtering include the
following:

Component
Required - SYSTCPIP for SOCKAPL

Subtrace
Required - TCP/IP stack name.

Trace option
Highly recommended to limit the tracing to the SOCKAPI option. You can
also filter on this option when formatting the trace.

Jobname
Highly recommended for socket applications to limit the trace to one
application. You can also filter on this option when formatting the trace.

ASID Highly recommended as an alternative to the job name if the application
has already started running (otherwise, the ASID is unknown). You can
also filter on this option when formatting the trace.

IP address
Recommended only for certain scenarios (see discussion below). The IP
address is a filtering option when formatting the trace.

Port Recommended only for certain scenarios (see discussion below). The port
number is a filtering option when formatting the trace.

If trace data for multiple applications is collected in the same data set or in a
dump, the trace output should be filtered so that application programmers see
only the data for their applications for security reasons.

Use the IP address and Port options to filter the trace, both when collecting the
trace and when formatting the trace. Generally, it is best to collect all the
application records to avoid having to re-create the problem. After the records are
collected, you can filter the records various ways when formatting the trace.
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An example scenario in which you would only want to collect records for one IP
address is if there is a problem with a particular remote client, and the local
application has many clients. If you tried to record the trace records for all clients,
there could be a lot of data and the trace could wrap, thus overwriting older
records. Note that if you specify an IP address when collecting the trace, the trace
records with no IP address are also collected. So you get all the records for the
problem client, and some other client records.

An example scenario, in which you would only want to collect records for one port
number, is if there is a problem with a server on one port. If you specify a port
number when collecting the trace, the trace records with no port number are also
collected. You get all the records for the problem server application, and some
other applications” records.

IP address/port filtering, when specified, has a varying effect depending on the
type of socket call being traced.|Table 13| describes the effect of IP address/port

filtering for the different types of socket API calls. The Yes or No specified in
columns 2 and 3 indicates whether local port filtering and remote IP address
filtering can be activated for the socket calls in column 1. Yes means that if a filter
is set, only the calls matching that filter are collected. No means that whether or
not a filter is specified, all the calls are collected (no filtering is done).

Table 13. IP address and port filtering effect on different types of socket API calls

Filtering active?
Socket call

Local port Remote IP address

ACCEPT Yes No (1)
BIND Yes/ No (2) No

CONNECT Yes/No (3) Yes

CANCEL No No
FREEADDRINFO
GETADDRINFO
GETCLIENTID
GETHOSTBYADDR
GETHOSTBYNAME
GETHOSTID
GETHOSTNAME
GETNAMEINFO
INITAPI
RECVFROM
RECVMSG

SELECT

SELECTEX
SENDMSG
SENDTO

SOCKET
TAKESOCKET
TERMAPI

LISTEN Yes No
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Table 13. IP address and port filtering effect on different types of socket API
calls (continued)

Socket call

Filtering active?

Local port Remote IP address

CLOSE Yes Yes
GETPEERNAME
GETSOCKNAME
GETSOCKOPT
GIVESOCKET
FNCTL

IOCTL

READ

READV

RECV
SHUTDOWN
SEND
SETSOCKOPT
WRITE

WRITEV

Where Yes is indicated in [Table 13 on page 78| the assumption is made that the
information necessary for the filtering option is available. For example, if a SEND
is issued on a socket that is not bound or not connected, no filtering takes place. In
addition, the following describe some of the special considerations for the different
socket calls in the previous table.

1.

Even though the remote IP address is available after an ACCEPT call, it is not
used for filtering the exit ACCEPT trace record. This is done to avoid confusion
where the entry trace record for ACCEPT would not be filtered, but the exit
trace record would.

Assumes a BIND issued for a nonzero port. If a BIND is issued for port 0
(meaning an ephemeral port is assigned by TCP/IP), no filtering takes place for
this BIND call.

If the socket is bound at the time of the CONNECT, local port filtering is
honored. Otherwise, the CONNECT is not subject to local port filtering.

Monitoring the trace: Use the MVS command DISPLAY TRACE to check the trace
options currently in effect. The following is an example of a console showing the
display command and the resulting output (the line numbers were added for
discussion reference).

14.27.14 D TRACE,COMP=SYSTCPIP,SUB=(tcpiproc)
14.27.14 1EE843I 14.27.14 TRACE DISPLAY

SYSTEM STATUS INFORMATION
ST=(ON,0064K,00064K) AS=ON BR=0FF EX=ON MT=(ON,064K)

TRACENAME
SYSTCPIP
MODE BUFFER HEAD SUBS
OFF HEAD 1
NO HEAD OPTIONS
SUBTRACE MODE BUFFER HEAD SUBS
TCPIPROC ON  0008M
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15. ASIDS *NONE*

16. JOBNAMES ~ EZASOKJS
17. OPTIONS SOCKAPI
18. WRITER CTW

For component SYSTCPIP, do not be misled by line 10 in the example. It always
says the trace is off because TCP/IP uses the subtrace for all tracing. The subtrace
TCPIPROC on line 14 indicates the actual state of the trace. In this example, the
trace is active (ON) with an internal buffer size of eight megabytes and only the
SOCKAPI option is active. Only one application (EZASOK]S) is being traced and
the trace is being written to an external writer.

Line Description

1 The MVS DISPLAY TRACE command. For more information on this
command, see [z/OS MVS System Commands|

2-4 These are explained in the z/0S MVS System Messages, Vol 1 (ABA-AOM)|
for IEE843I.

5-7 Show that this is the CTRACE component SYSTCPIP.

8-11  These are not applicable for TCP/IP because TCP/IP uses only the
subtrace facility of the MVS CTRACE service. Instead of activating a global
trace, the trace options are specified for each stack individually. Thus, there
can be multiple TCP/IP stacks with different CTRACE options. Note
however that line 10 is useful — it shows that there is one subtrace
(meaning one TCP/IP stack is active).

14 Shows the "subtrace” name is the TCP/IP procedure name (TCPIPROC in
this example), whether the trace is active (MODE=ON), and the buffer size
is eight megabytes. The buffer size is the number of bytes in the data space
that is used for recording the trace.

15-16 Show the ASID and JOBNAME filtering values. If any ASIDs or
JOBNAME:s are listed, only those trace entries matching the ASID or
JOBNAME are collected. "ASIDS *NONE*" indicates that all address spaces
are being traced (there is no filtering).

17 Shows the specific options that are active, as specified in the TRACE
command or in the CTIEZBxx PARMLIB member. If port or IP address
filtering were active, they would appear on this line.

18 Shows the external writer is inactive. If the writer is active, the writer
procedure name is shown instead of *NONE*.

Capturing the trace: If you use only the internal buffer, you must obtain a dump
with the TCP/IP data space (TCPIPDS1) in order to view the CTRACE records. It
is usually a good idea to also capture the application address space. For example,
using the MVS DUMP command, type the following commands. Be sure to specify
the TCP/IP data space (TCPIPDS1) because that is where the CTRACE data is
located.

Tip: The SDATA options specified are appended to other options.

The SDATA options shown here are the generally recommended options.

DUMP COMM=(Sample dump for SOCKAPI)

R n,JOBNAME=(tcpiproc,ezasokjs),DSPNAME=("'tcpiproc'.TCPIPDS1),CONT
R n,SDATA=(ALLNUC,CSA,LPA,LSQA,RGN,SWA,SQA,TRT),CONT

R n,END
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Notes:

1. You can type the first three commands in advance, and you can then just type
the fourth command at the correct moment to capture the events.

2. If you use the external writer, |“External writer” on page 76| explains how to
capture the trace in a data set.

Formatting the SOCKAPI trace option

Use the IPCS CTRACE command to format the trace, both for a dump and for an
external writer. Interactively, you can either type the CTRACE command on the
IPCS Command panel or you can use the panel interface. IPCS is also available in
batch. Whichever interface you choose, for TCP/IP we recommend using the
CTRACE QUERY command to find out what subtraces are contained in the data
set. For example, the command CTRACE QUERY(SYSTCPIP) SHORT produced the
following output:

COMPONENT TRACE QUERY SUMMARY

COMPONENT SUB NAME

0001. SYSTCPIP TCPSVT
0002. SYSTCPIP TCPSVT3
0003. SYSTCPIP TCPSVT1
0004. SYSTCPIP TCPSVT2

There are several filters available that can help to limit the amount of data
formatted. In addition to the CTRACE options (start and stop time, and such)
provided by IPCS, there are some options specifically for TCP/IP:

DUCB Not applicable for SOCKAPI. (DUCB is an internal TCP/IP token.)

CID (connection identifier)
Not applicable for SOCKAPI

IPADDR
Use for SOCKAPI. Specify the IPv4 addresses in dotted decimal format,
with an optional prefix value (1 to 32) or a subnet mask in dotted decimal
form. Specify the IPv6 address in colon-hexadecimal notation (or in a
combination of colon-hexadecimal and dotted decimal for IPv4-mapped
IPv6 addresses), with an optional prefix value (1 to 128). Several socket
calls do not use an IP address. To see the trace records without an IP
address (or with an IP address of all zeros), specify zero for one of the
IPADDR values. For example, IPADDR(0,9.67.113/24) formats all CTRACE
records with an IP address of 000.000.000.000 and formats all CTRACE
records with an IP address of 009.067.113.%, where * is any number from 0
to 255.

PORT Use for SOCKAPI. Specify the port number in decimal. Several socket calls
do not have an associated port number, such as INITAPI and SOCKET. To
see the trace records without a port (or with a port of 0), specify zero for
one of the port values. For example, PORT (0,389,1925).

You can save the formatted output to the IPCSPRNT data set.

If the formatted output does not contain the records you expect:

* In a dump, you can check the options specified when recording the trace by
using the TCPIPCS TRACE command to display the TCP/IP CTRACE filtering
options in effect. This also indicates whether any records were lost. See
[Chapter 6, “IPCS subcommands for TCP/IP,” on page 183| for more information
on the TCPIPCS TRACE command.
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* For either a dump or an external writer data set, use the CTRACE QUERY
command to see what tracing was in effect (subtrace name, start and stop times).
For a dump, this command also shows the buffer size and options. For example,
the command CTRACE QUERY (SYSTCPIP) SUB((TCPIPROC)) FULL produced the
following output for a dump:

COMPONENT TRACE QUERY SUMMARY
COMP (SYSTCPIP)SUBNAME ( (TCPIPROC))
START = 01/10/2000 19:49:21.234490  GMT

STOP 01/10/2000 19:51:51.360653
Buffer size: 0256K

OPTIONS: ACCESS ,OPCMDS ,0PMSGS ,QUEUE  ,ROUTE  ,INIT »SOCKAPT ,SOCKET

OPTIONS: MINIMUM

For TCP/IP, the first line of "options” (showing ACCESS) is the applicable one.
This shows the options as specified on the command line or in the CTIEZBxx
PARMLIB member.

Refer to the /OS MVS IPCS User’s Guide| for more information about CTRACE
formatting. Refer to /OS MVS IPCS Commands for more information about the
CTRACE command.

Reading and interpreting the SOCKAPI trace option

The SOCKAPI trace records trace the input and output parameters for most of the
API calls. The API calls not traced are GETIBMOPT, TASK, GLOBAL, NTOP,
PTON, and any API calls that fail before the trace point is reached. (An API call
fails if module EZBSOHO03 cannot be located, if EZBSOHO03 is unable to obtain
storage, and so on.) In addition to tracing API calls, trace records are created for a
few special situations (Default INITAPI and Unsolicited Event exit being driven).
For API calls, there is an Entry record describing the input parameters, and an Exit
record describing the output parameters (with some input parameters repeated for
clarification). For asynchronous calls, there is also an Async Complete
(Asynchronous Complete) record (see [“Examples of SOCKAPI trace records” on|

The following examples include:

* A SOCKAPT trace record

* Trace records for asynchronous applications
* Resolver API calls

* External IOCTL commands

e API Call with an IOV parameter
e Default INITAPI

e Default TERMAPI

* SELECT

* SELECTEX

» Token error

e Unsolicited event exit

A SOCKATPI trace record: A typical SOCKAPI record is shown below. This
example is a READ Entry.

z/0OS VIR9.0 Comm Svr: IP Diagnosis Guide



The lines are numbered for discussion reference only. The description for each line
is for the example shown. Lines 1-5 are the separator and header lines that exist
for all SOCKAPI trace records. Lines 6-7 are optional header lines.

The parameters for the specific call follow the header lines. For Entry records, the
input parameters are shown. For Exit and Asynchronous Complete records, the
output parameters are shown and some input parameters might also be shown for
reference. Parameters are only formatted if they were specified in the call (optional
parameters not supplied are not formatted). The parameters are listed in a specific
order for consistency. The [parameter names| are the same as the names in thelz/ﬁl
Communications Server: IP Sockets Application Programming Interface Guide and|
Reference| with a few exceptions; for example, S is formatted as SOCKET. The
parameter name, value, and address are shown on one line if the value fits.
Numeric parameter values are in decimal unless followed by a lowercase x
indicating hexadecimal. Whenever possible, the values are interpreted (such as
ERRNO) for reference.

1. =======================sssss==ssssssss=ssssssss==sssssss============00007FE8
2 MVS026 SOCKAPI ~ 60050042 19:31:08.338135 READ Entry
3. HASID....0027 PASID....0027 SASID. .0027 JOBNAME. . EZASOKGS
4. TCB...... 006E6AG8 TIE...... 00008DF8 PLIST..00008EOC DUCB..... 0000000C KEY..8
5. ADSNAME..GTASOKGS SUBTASK..MACROGIV TOKEN....7F6F3798 09902FBO
6. LOCAL PORT..12035 IPADDR.. 9.67.113.58
7. REMOTE PORT..1034 IPADDR.. F901::32E1
8 REQAREA..: 00008D90x Addr..00008D90
9.  SOCKET...: 1 Addr..00008A38
10. NBYTE....: 40 Addr..00008A34
I11.  ALET.....: 00000000x Addr..000089A8
12. BUF......: (NO DATA) Addr..000089A8

Line Description

1 This separator line shows the previous SYSTCPIP component trace record
number in hexadecimal.

2 The first data line has the host name (MVS026), trace option (SOCKAPI),
trace code (60050042), time, and trace record name.

3 The home, primary, and secondary ASIDs are always the same value
(application’s ASID) for the SOCKAPI trace option. The job name is also
shown.

4 The MVS TCB address is shown. TIE (Task Interface Element) is the value

of the TASK parameter on the EZASMI macro. The TIE is described in the
2/OS Communications Server: IP Sockets Application Programming Interface
Guide and Reference] The parameter list address and DUCB are shown.
Multiple concurrent calls can use the TIE; if so, they must have a different
PLIST. The key is the 4-bit storage key from the PSW.

5 The ADSNAME (from the INITAPI call) is formatted in EBCDIC. The
subtask name (from the INITAPI call) is formatted in EBCDIC if possible;
otherwise, it is formatted in hexadecimal. The token is an eight-byte value,
which identifies the INITAPI call instance.

6-7 If applicable, the ports and IP addresses are shown. The ports are
formatted in decimal; the IP addresses are in dotted decimal.

8 The REQAREA parameter is shown because it was specified by the
application. This is the 4-byte token presented to the application’s exit
when the response to the function request is complete. At the far right, the
address in the application program of the REQAREA parameter is shown.

9 The SOCKET parameter is formatted in decimal. Its address is also shown.
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10 The NBYTE parameter (number of bytes to be read) is formatted in
decimal, followed by its address.

11 The ALET parameter is formatted in hexadecimal, followed by its address.

12 The BUF parameter currently has no data (because no data has been read)
but its address is shown. In the READ Exit (or READ Async Complete)
record, if the call was successful, the first 96 bytes of the data are also
shown.

Examples of SOCKAPI trace records: This section includes descriptions and
examples of the SOCKAPI trace records.

* [“Successful API Call’|
* [“API call fails synchronously” on page 85|

* [“API call fails synchronously with parameter not addressable” on page 85

* [“API call fails synchronously with diagnostic reason code” on page 83

« |[“Resolver API calls” on page 86|

+ |“External IOCTL commands” on page 8§

+ |“API call with an IOV parameter” on page 88|
* [“Default INITAPI” on page 88|

+ |[“Default TERMAPI” on page 89|

* [“SELECT” on page 89|

* [“SELECTEX” on page 90|

+ |“Token Error” on page 90|

* [“Unsolicited event exit” on page 90|

Successful API Call: For asynchronous APIs, the Exit record merely indicates
whether or not the call was acceptable. The contents of general purpose register 15
are displayed to indicate this. The Asynchronous Complete record shows the actual
results of the call. In addition to the output parameters, several interesting values
are traced, including the contents of general purpose register 0, the pointer to the
asynchronous exit routine, the token passed to the asynchronous exit, the key in
which the asynchronous exit was invoked, and the authorization state in which the
exit is invoked. These values are not parameters on the GETHOSTID call, so their
addresses are not shown. In this example, note also that the return code is
formatted in dotted decimal and the meaning of the return code is provided.

Note: The API call might actually complete synchronously, in which case the
Async Complete trace record might appear in the trace prior to the Exit
record.

========s====sss=ssssssssssssssssssss=sssssssss=ssss==s=s==========200007B01

MVS026 SOCKAPI ~ 60050012 19:27:08.111729  GETHOSTID Exit
HASID....0027 PASID....0027 SASID..0027 JOBNAME. . EZASOKOS

TCB...... 006E6AGS TIE...... 00006DF8 PLIST..00006EOC DUCB..... 0000000C KEY..8
ADSNAME. . EZASOKOS SUBTASK..00000000 00000000 TOKEN....7F6F3798 09902FBO
REQAREA..: 00006D90x Addr..00006D90

0 (CALL ACCEPTED)
===============================s==sss=s===sss=s==s==ss==============(0007B05
MVS026 SOCKAPI ~ 60050032 19:27:08.111741  GETHOSTID Async Complete
HASID....0027 PASID....0027 SASID..0027 JOBNAME. . EZASOKOS

TCB...... 006E6A68 TIE...... 00006DF8 PLIST..00006EOC DUCB..... 0000000C KEY. .8

ADSNAME . . EZASOKOS SUBTASK..00000000 00000000 TOKEN. ...7F6F3798 09902FB0
REQAREA..: 00006D90x Addr. .00006D90
RO.......: Ox (NORMAL RETURN)

ASYNC PTR: 00006B1C
EXIT TOKEN: 00006B98x
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EXIT KEY.: 8x
AUTHORIZATION STATE: PROBLEM
RETCODE..: 9.67.113.58 (HOST IP ADDRESS) Addr..00006EB4

API call fails synchronously: An asynchronous API call might fail synchronously or

asynchronously. In this example, the WRITE call error was detected in the

synchronous processing, so general purpose register 15 has a nonzero value. The

ERRNO value is interpreted (in this case, the NBYTE parameter on the WRITE call

had a value of zero, which is not acceptable).

Note: The ERRNO value is the TCP/IP Sockets Extended Return Code. Refer to

[z/0S Communications Server: IP and SNA Codes|for information about TCP /IP

Sockets Extended Return Codes.

========sssssssssssssssssssssssssssssssssssssssssssssssss===========00007B93
MVS®26  SOCKAPT 60050057 19:27:13.817195 WRITE Exit
HASID. . ..0027 PASID....0027  SASID..0027  JOBNAME..EZASOKOS

TCB...... 006E6AG8 TIE...... 00006DF8 PLIST..00006EOC DUCB..... 00000009 KEY..8
ADSNAME. . EZASOKOS SUBTASK..00000000 00000000 TOKEN....7F6F3798 09902FBO
LOCAL PORT..11007 IPADDR.. 9.67.113.58
REMOTE PORT..1031 IPADDR.. 9.67.113.58
REQAREA..: 00006D90x Addr..00006D90
SOCKET...: 1 Addr..00006BDC
R15......: NON-ZERO (CALL WAS NOT ACCEPTED)
ERRNO....: 10184 (EIBMWRITELENZERO) Addr..00006EBO
RETCODE..: -1 Addr. .00006EB4

API call fails synchronously with parameter not addressable: 1f a parameter specified in
the API call is not addressable by TCP/IP when creating the SOCKAPI record, the

string (** PARAMETER NOT ADDRESSABLE **) is shown instead of the
parameter value. The parameter address is shown at the far right, as usual.

====================================s==s===s===ssss==s===============00021347A
VIC102 SOCKAPI ~ 60050050 17:36:51.302111  SEND Entry

HASID....0026 PASID....0026 SASID..0026 JOBNAME. .USER2

TCB...... 006D6D50 TIE...... 0000BDF8 PLIST..0000BEOC DUCB..... 00000009 KEY..8

ADSNAME. .USER2 SUBTASK. .EZASOKEC TOKEN....7F755798 09806FB0O
LOCAL PORT..0 IPADDR ..0.0.0.0

REMOTE PORT..11007 IPADDR ..9.37.65.134

SOCKET...: 0 Addr..0000BA50
NBYTE....: 96 Addr..0000BA6C
BUF......: (*x PARAMETER NOT ADDRESSABLE »*x*) Addr..00015F38
FLAGS....: 0 (NONE) Addr..0000BC0O4

API call fails synchronously with diagnostic reason code: If the API call does not

complete successfully, the return code, ERRNO value (in decimal and interpreted),

and possibly a diagnostic reason code are shown. The first two bytes of the

diagnostic reason code are a qualifier (IBM internal use only). The last two bytes of
o3

the diagnostic reason codes are the UNIX ERRNO]JR values described in the

(Communications Server: IP and SNA Codes,
====sssssssssssssssssssssssssssssssssssssssssssssssssssss===========000085(1
MVS026 SOCKAPI ~ 60050004 19:36:01.934828  ACCEPT Exit

HASID....01F6 PASID....01F6 SASID..01F6 JOBNAME. . EZASOKUE

TCB...... 006E6A68 TIE...... 00006DFO PLIST..00006E04 DUCB..... 0000000D KEY..8
ADSNAME. . EZASOKUE SUBTASK. .EZASOKUE TOKEN....7F6F3798 09902FB0O
LOCAL PORT..11007 IPADDR ..9.67.113.58
REMOTE PORT..0 IPADDR ..0.0.0.0
REQAREA..: 00000000x Addr..00006D80
SOCKET...: 0 Addr..00006BA8
NAME.....: (NO DATA) Addr..00006BAC
DIAG. RSN: 76620291x
ERRNO....: 5 (EIO) Addr..00006EA8
RETCODE..: -1 Addr..00006EAC
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Resolver API calls: The GETHOSTBYADDR and GETHOSTBYNAME IPv4 Resolver
API calls use the HOSTENT structure described in the calls in the /09|
Communications Server: IP Sockets Application Programming Interface Guide and)
Reference} As shown in the following GETHOSTBYADDR Exit trace example, the
HOSTENT address is shown on one line, and the contents of the HOSTENT
structure are described on separate lines. There can be multiple aliases and host
addresses; each one is listed separately. In this example, there are two aliases.
========sssssssssssssssssssssssssssssssssssssssssssss===ss==========((0051CB

MVS026 SOCKAPI ~ 60050066 19:02:01.426345  GETHOSTBYADDR Exit

HASID....0027 PASID....0027 SASID..0027 JOBNAME. . EZASOKGH

TCB...... 006E6A68 TIE...... 00007DF8 PLIST..00007EOC DUCB..... 0000000A KEY..0
ADSNAME. .EZASOKGH SUBTASK..00000000 00000000 TOKEN. ...00000000 ©9902FBO
HOSTENT..: Addr..00005F08
HOSTNAME. : Addr..00005F30
Loopback
FAMILY...: 2 Addr..00005F10
ADDR LEN.: 4 Addr..00005F14
HOSTADDR.: 127.0.0.1 Addr..00005F54
ALIAS....: LOOPBACK Addr..00005F3C
ALIAS....: LOCALHOST Addr..00005F48
RETCODE..: © Addr..00007EB4

The GETADDRINFO for IPv4 or IPv6 Resolver API shows the call is requesting the
IP address for the host (node) name MVS150. No service name is provided.
GETADDRINFO exit shows the hostname was resolved to the IPv4 address
9.67.113.117. These fields are described in the Macro and CALL section in thelz/ﬁl
Communications Server: IP Sockets Application Programming Interface Guide and)

Referencel

====================================================================(000134C
MVS150 SOCKAPI ~ 6005006D 15:06:07.294268  GETADDRINFO Entry
HASID....002D PASID....002D SASID..002D JOBNAME. .USER1X
TCB...... 007F63BO TIE...... OA90AAD8 PLIST..0A90AAEC DUCB..... 00000009 KEY..8
ADSNAME. ......... SUBTASK. .EZAS06CS TOKEN....7F694220 OA97EFBO
NODELEN..: 6 Addr. .0A973490
NODE.....: Addr..0A973390
MVS150
SERVLEN..: © Addr..0A9734B8
SERVICE..: (NO DATA) Addr. .0A973498
HINTS....: 0OA913F70x (ADDRINFO Address) Addr..0A913F90
ADDRINFO Structure..:
AF....... 0 (AF_UNSPEC) FLAGS..... 00000002x
SOCTYPE.. 0 (UNKNOWN) PROTO..... 0 (IPPROTO_IP)
NAME..... 00000000x NAMELEN... 0
CANONNAME  00000000x NEXT...... 00000000x
CANNLEN..: (NO DATA) Addr. .0A9734C0O
RES......: (NO DATA) Addr..0A913F94
============================s================s====s===================(0000134D
MVS150 SOCKAPI ~ 6005006E 15:06:09.997756  GETADDRINFO Exit
HASID....002D PASID....002D SASID..002D JOBNAME. .USER1X
TCB...... 007F63BO TIE...... OA90AAD8 PLIST..0A90AAEC DUCB..... 00000009 KEY..8
ADSNAME. ......... SUBTASK. .EZAS06CS TOKEN....7F694220 OA97EFBO
HINTS....: 0OA913F70x (ADDRINFO Address) Addr..0A913F90
ADDRINFO Structure..:
AF....... 0 (AF_UNSPEC) FLAGS..... 00000002x
SOCTYPE.. 0 (UNKNOWN) PROTO..... 0 (IPPROTO_IP)
NAME..... 0002111Cx NAMELEN... O
PORT.... © IPADDR.... 0.0.0.0
FAMILY.. © (UNKNOWN) RESERVED.. 0000000000000000x
CANONNAME  00000000x NEXT...... 00000000
CANNLEN..: 22 Addr. .0A9734C0
RES......: 0002111Cx (ADDRINFO Address) Addr. .0A913F94
ADDRINFQO Structure..:
AF....... 2 (AF_INET) FLAGS..... 00000000x
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SOCTYPE.. 1 (STREAM) PROTO..... 0 (IPPROTO_IP)

NAME..... 0002114Cx NAMELEN... 16
PORT.... 0 IPADDR.... 9.67.113.117
FAMILY.. 2 (AF_INET) RESERVED.. 0000000000000000x
CANONNAME ~ 0002101Cx NEXT...... 00000000x

MVS150.raleigh.ibm.com

The FREEADDRINFO for IPv4 or IPv6 Resolver API call displays the RES
(ADDRINFO) structure that is freed. This field is in the Macro and CALL section
in the |z/0S Communications Server: IP Sockets Application Programming Interface Guide|
Irznd Reference
==========ssssssss=====sssssssssssss===sssssssssss==================0000134E

MVS150 SOCKAPI ~ 6005006F 15:06:09.998002  FREEADDRINFO Entry

HASID....002D PASID....002D SASID..002D JOBNAME. . USERIX

TCB...... 007F63BO TIE...... 0OA90AAD8 PLIST..0QA90AAEC DUCB..... 00000009 KEY..8
ADSNAME. ......... SUBTASK. .EZAS06CS TOKEN....7F694220 ©A97EFBO
ADDRINFO.: 0002111Cx (ADDRINFO Address) Addr..0A913F94
ADDRINFO Structure..:

AF....... 2 (AF_INET) FLAGS..... 00000000x

SOCTYPE.. 1 (STREAM) PROTO..... 0 (IPPROTO_IP)

NAME..... 0002114Cx NAMELEN... 16

PORT.... 0 IPADDR.... 9.67.113.117
FAMILY.. 2 (AF_INET) RESERVED.. 0000000000000000x

CANONNAME  0002101Cx NEXT...... 00000000x

MVS150.raleigh.ibm.com
====================================================================0000134F
MVS150 SOCKAPI ~ 60050070 15:06:09.999021  FREEADDRINFO Exit
HASID....002D PASID....002D SASID..002D JOBNAME. .USER1X
TCB...... 007F63BO TIE...... OA90AAD8 PLIST..0QA90AAEC DUCB..... 00000009 KEY..8
ADSNAME. ......... SUBTASK. .EZAS06CS TOKEN....7F694220 ©A97EFBO

The GETNAMEINFO for IPv4 or IPv6 Resolver API shows the call is requesting
the name of the IPv6 address ::1 and the service name for port 1031.
GETNAMEINFO Exit shows the IP address was resolved to the name
loop6int.resdns.ibm.com and no service name was found for port 1031 (hence the
service name is the input port number). These fields are in the Macro and CALL
section in the [z/0S Communications Server: IP Sockets Application Programming|
[[nterface Guide and Referencd,
====ssss===ssssss=ssssssssssssssssssssss=ssssssssssssss==s=ss========0000135F
MVS150 SOCKAPI ~ 6005006B 15:06:45.481639  GETNAMEINFO Entry
HASID....0025 PASID....0025 SASID..0025 JOBNAME. .USER1Y

TCB...... 007F62F8 TIE...... OA903AD8 PLIST..0A903AEC DUCB..... 00000008 KEY..8
ADSNAME. ......... SUBTASK. .EZS06CC TOKEN....7F6E2220 OA977FBO
NAMELEN..: 28 Addr. .0A96C348
NAME.....: Addr. .0A96(C500
PORT... 1031 IPADDR.. ::1

FAMILY. 19 (AF_INET6) LENGTH.. 0
FLOWINFO. 00000000x  SCOPID.. 00000000x

HOSTLEN..: 255 Addr. .0A96C450
HOST.....: (NO DATA) Addr..0A96(C350
SERVLEN..: 32 Addr..0A96C478
SERVICE..: (NO DATA) Addr..0A96(C458
FLAGS....: 00000004x Addr..0A96(C480
==============sss===ssssssssssssssssssssssssssss=ssssssss============200001360

MVS150 SOCKAPI ~ 6005006C 15:06:46.707053  GETNAMEINFO Exit
HASID....0025 PASID....0025 SASID..0025 JOBNAME. .USER1Y

TCB...... 007F62F8 TIE...... 0A903AD8 PLIST..0QA903AEC DUCB..... 00000008 KEY..8
ADSNAME. ......... SUBTASK. .EZS06CC TOKEN....7F6E2220 OA977FBO
HOSTLEN..: 23 Addr. .0A96C450
HOST.....: Addr. .0A96C350
loop6int.resdns.ibm.com
SERVLEN..: 4 Addr..0A96C478
SERVICE..: 1031 Addr. .0A96C458
FLAGS....: 00000004x Addr. .0A96C480
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External IOCTL commands: For external IOCTL commands, the command name is
interpreted. For IBM internal-use-only commands, the hexadecimal value of the
command is shown. The input and output for each command can differ. In this
example, the SIOCGIFCONF command requests the network interface
configuration. The exit record shows the call was successful (the return code is
zero) and the network interface configuration is shown.

====================================================================(0001734
MVS026 SOCKAPI ~ 6005001F 20:42:44.805938 IOCTL Entry
HASID....19 PASID....19 SASID..19 JOBNAME. .USER1
TCB...... 006AFD40 TIE...... 68DF8 PLIST..00068EOC DUCB..... 00000008 KEY..8
ADSNAME. .USER1 SUBTASK. .00000000 00000000 TOKEN....7F67F798 0A2B4FBO
LOCAL PORT..11007 IPADDR ..9.67.113.58
REMOTE PORT..0 IPADDR ..0.0.0.0
SOCKET...: 0 Addr..000685A0
COMMAND..: SIOCGIFCONF Addr..0006782C
REQARG...: Addr..00068928
BUFFER LENGTH.. 99
===================================s=================================(0000323
MVS026 SOCKAPI ~ 60050020 20:42:44.806101  IOCTL Exit
HASID....19 PASID....19 SASID..19 JOBNAME. .USER1
TCB...... 006AFD40 TIE...... 68DF8 PLIST..00068EOC DUCB..... 00000008 KEY..8
ADSNAME. .USER1 SUBTASK. .00000000 00000000 TOKEN....7F67F798 0A2B4FBO
LOCAL PORT..11007 IPADDR ...9.67.113.58
REMOTE PORT..0 IPADDR ...0.0.0.0
SOCKET...: 0 Addr..000685A0
COMMAND..: SIOCGIFCONF Addr..0006782C
RETARG...: Addr..000685C4
Socket Name.. TR1
PORT.... © IPADDR.... 9.67.113.58
FAMILY.. 2 (AF_INET) RESERVED.. 0000000000000000x
RETCODE..: © Addr..00068EB4

API call with an IOV parameter: The IOV parameter is an array of structures used
on the READV, RECVMSG, SENDMSG, and WRITEV API calls. Each structure
contains three words: the buffer address, the ALET, and the buffer length. Each
IOV entry is shown on one line. When there is data available (READV Exit,
RECVMSG Exit, SENDMSG Entry, and WRITEV Entry), some of the buffer data is
also displayed. A maximum of 96 bytes of data are displayed.

In the READV Exit example, three IOV entries were specified, but only two were
used. All the data is displayed because the total is less than 96 bytes.

===============================================================2=2=2=2=2200001773
MVS026 SOCKAPI ~ 60050045 19:19:20.954789  READV Exit

HASID....0024 PASID....0024 SASID..0024 JOBNAME. . EZASOKKS

TCB...... 006E6A68 TIE...... 00007DF8 PLIST..00007E0C DUCB..... 0000000B KEY..8
ADSNAME. .EZASOKKS SUBTASK. .EZASOKKS TOKEN....7F6F3798 09902FB0O
LOCAL PORT..11007 IPADDR ..9.67.113.58
REMOTE PORT..1032 IPADDR ..9.67.113.58
REQAREA..: 00007D90x Addr..00007D90
SOCKET...: 1 Addr..0000776C
IOVCNT...: 3 Addr..000077B4
IOVENTRY.: LENGTH..10 ALET..0Ox Addr..00007890
+0000 E38889A2 4089A240 8396 | This is co
IOVENTRY.: LENGTH..10 ALET..Ox Addr..0000789A
+0000 99998583 A34B | rrect.
IOVENTRY.: LENGTH..10 ALET..0Ox Addr..000078A4
RETCODE..: 16 BYTES TRANSFERRED Addr..00007EB4

Default INITAPI: An explicit INITAPI call is not required prior to some API calls,
so TCP/IP creates a default INITAPL (Refer to the /OS Communications Server: IP|
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[Sockets Application Programming Interface Guide and Reference for the complete list.)
The default INITAPI record is traced after the Entry record for the API call that
caused the default INITAPI to occur. There is just one record for this event (no Exit
record).
m======sssssssssssssossssssssssssssssssssssssssssssss====s===========000077EC

MVS026 SOCKAPI ~ 60050040 19:24:11.552924  Default INITAPI

HASID....0027 PASID....0027 SASID..0027 JOBNAME. . EZASOKSX

TCB...... 006E6A68 TIE...... 00007DFO PLIST..00007E04 DUCB..... 0000000A KEY..8
ADSNAME. . EZASOKSX SUBTASK..00000000 00000000 TOKEN....7F6F3798 09902FB0O
MAXSNO...: 49

APITYPE..: 2

RETCODE..: ©

Default TERMAPI: Usually, an application ends the connection between itself and
TCP/IP by issuing the TERMAPI call. But sometimes, the connection ends for
another reason, such as the application being cancelled. In this case, TCP/IP issues
a default TERMAPI. The default TERMAPI is traced in a SOCKAPI trace record.
There is just one record for this event (no Exit record).
m=====sssssssssssssssssssssssssssssssssssss=sssssssss================00000168
MVS026 SOCKAPI ~ 60050069 22:46:48.185419  Default TERMAPI

HASID....01F9 PASID....01F9 SASID..01F9 JOBNAME. . EZASOKQS
TCB...... 006E6A68 TIE...... 08920888 PLIST..00000000 DUCB..... 00000008 KEY..6
ADSNAME. .EZASOKQS SUBTASK. .EZASOKQS TOKEN....7F6F3798 00000000

SELECT: For SELECT and SELECTEX, the socket masks are formatted in both

binary and decimal. The socket list is displayed first in binary. The socket numbers
are indicated by the bit position in the mask, starting with bit position 0 (for socket
0), which is the rightmost bit. The bit positions (socket numbers) are shown at left.

For example, the lowest numbered sockets are on the last line; they are sockets 0 to
31. In this line, only sockets 0, 1, 2, and 3 are selected. As shown in the following
example, the binary mask, the decimal socket numbers are listed in numerical
order. This is a convenient way to check if the mask is coded as intended.

====================================================================(0024EDF
BOTSWANA  SOCKAPI 6005004C 20:51:35.477605  SELECT Entry

HASID....0078 PASID....0078 SASID..0078 JOBNAME. .TN1

TCB...... 007F6988 TIE...... 1463227C PLIST..1477EF18 DUCB..... 00000016 KEY..8

ADSNAME. . SUBTASK..14632138 TOKEN....7F75FFC8 1468FA90
REQAREA..: 1477EEFOx Addr..1477EF98
MAXSOC...: 100 Addr..14632258
TIMEOUT..: SECOND..O MICRO SECOND..500000 Addr. .1463226C
RSNDMSK. . : Addr..14632108
SOCKET NO. READ SOCKET MASK (INPUT)

(Decimal) (Binary)

31 0 00000000 00000000 00000000 00001111

63 32 00111011 11111111 11111111 11111101

95 64 11111111 11111111 10111111 11111111

127 96 00000000 00000000 00000000 11110111
SELECTED SOCKETS:

0, 1, 2, 3, 32, 34, 35, 36, 37, 38
39, 40, 41, 42, 43, 44, 45, 46, 47, 48
49, 50, 51, 52, 53, 54, 55, 56, 57, 59
60, 61, 64, 65, 66, 67, 68, 69, 70, 71
72, 73, 74, 75, 76, 17, 79, 80, 81, 82
83, 84, 85, 86, 87, 88, 89, 90, 91, 92
93, 94, 95, 96, 97, 98, 100, 101, 102, 103

If the MAXSOC value is so large that all the SELECT or SELECTEX parameters
cannot be traced within a single 14K buffer, multiple trace entries are written (one
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trace entry for each mask). When multiple trace entries are written for the same
SELECT or SELECTEX call entry or exit, all the trace data except the masks
themselves are duplicated across the trace entries. For example, the time stamp is
the same, the MAXSOC value is the same, the TIMEOUT value is the same, and so
on. The trace description indicates to which mask the trace entries pertain. For
example, if the MAXSOC value in the above trace example were 65535, then each
mask would be traced individually.
smmmmmmmmmmmmmmmmmmmsmmsmssossooooooooooooooooooooooo o _00024EDF
BOTSWANA SOCKAPI ~ 6005004C 20:51:35.477605  SELECT Entry (read mask)

HASID....0078 PASID....0078 SASID..0078 JOBNAME. . TN1

TCB...... 007F6988 TIE...... 1463227C PLIST..1477EF18 DUCB..... 00000016 KEY..8
ADSNAME. . SUBTASK..14632138 TOKEN....7F75FFC8 1468FA90
REQAREA..: 1477EEFOx Addr..1477EF98
MAXSOC...: 65535 Addr..14632258
TIMEOUT..: SECOND..0O MICRO SECOND..500000 Addr..1463226C
RSNDMSK. . : Addr..14632108
SOCKET NO. READ SOCKET MASK (INPUT)
(Decimal) (Binary)

SELECTEX: The SELECTEX call can contain a list of ECBs. The high-order bit on
the SELECB address indicates whether or not a list of ECBs was specified. Since
the high-order bit is on in this example, there is a list of ECBs. The end of the list
is indicated by the high-order bit in the ECB address. In this example, the time
limit expired before any ECBs were posted. Since no selected sockets were ready;,
the read, write, and error masks indicate there is no data to report.

===s==ss==ss=sssmssssssssssssssssssssssss=ss=s=ss=s=ss=================000078FB
MVSO26  SOCKAPI ~ 6005004F 19:25:48.610379  SELECTEX Exit

HASID....0027 PASID....0027 SASID..0027 JOBNAME. . EZASOKX4

TCB...... 006E6A68 TIE...... 00007DF8 PLIST..00007EOC DUCB..... 0000000C KEY..8
ADSNAME. .EZASOKX4 SUBTASK..BARBARA TOKEN....7F6F3798 09902FBO
MAXSOC...: 33 Addr..00007AE8
TIMEOUT..: SECOND..0 MICRO SECOND..35 Addr..00007AF4
RRETMSK..: (NO DATA) Addr..00007B0OC
WRETMSK..: (NO DATA) Addr..00007B14
ERETMSK..: (NO DATA) Addr..00007B1C
SELECB...: Addr. .80007B60
ECB......: 00000000x Addr..00007B70
ECB......: 00000000x Addr..00007B74
ECB......: 00000000x Addr..00007B78
ECB......: 00000000x Addr..80007B7C
RETCODE..: 0 (TIME LIMIT EXPIRED) Addr..00007EB4

Token Error: When an API call fails very early in processing, before the SOCKAPI
Entry record is created, the Token Error SOCKAPI record is written. In the
example, the BIND call failed due to the token being overwritten (the token at
offset eight has X'FFFF'). There is no BIND Entry or Exit record.

===============================================================2=2=2=2=2=00000158
MVS026 SOCKAPI ~ 6005006A 22:46:48.173348  Token Error

HASID....01F9 PASID....01F9 SASID..01F9 JOBNAME. . EZASOKQS

TCB...... 006E6AB8 TIE...... 00006DF8 PLIST..00006EOC DUCB..... 00000008 KEY..8
ADSNAME. . SUBTASK. . TOKEN....7F6F3798 09902FBO
CALL.....: BIND
TOKEN....: 7F6F3798 09902FBO FFFFO000 00003FC5x
ERRNO....: 1028 (EIBMINVTCPCONNECTION)
RETCODE..: -1

Unsolicited event exit: If the unsolicited event exit is driven, a SOCKAPI trace
record is created (if the SOCKAPI trace option is active).
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Note: The key in the header is 0. This means the UEE trace record was created
when TCP/IP was in key zero. The UEEXIT has key 8, which means the UE
exit is invoked in key eight.

S============ssSSsSSsssSSsSssssssssssssssssssssssssssssssss=========2(00086FC
MVS026 SOCKAPI ~ 60050041 19:36:04.965468 Unsolicited Event Exit Invoked

HASID....0024 PASID....0024 SASID..0024 JOBNAME. . TCPIPROC

TCB...... 006E6A40 TIE...... 00006DFO PLIST..00000000 DUCB..... 00000000 KEY..0
ADSNAME. .EZASOKUE SUBTASK. .EZASOKUE TOKEN....7F6F3798 00000000
UEEXIT...: ADDRESS..00006B30 TOKEN..00006D80x  ASCB..... 00F94C80x KEY..8

REASON...1 (TCP/IP TERMINATION)

Correlating the data trace and packet trace with the SOCKAPI
trace

The SOCKAPI option only records the first 96 bytes of data. To see all the data that
was sent or received, you must also activate the data trace or packet trace. The
data trace can be correlated easily with the SOCKAPI trace option because both
traces are recording data between the application and the TCP/IP stack. The traces
can be merged with the IPCS MERGE subcommand. The data trace header
contains fields that allow the full data to be correlated.

[Figure 16 on page 92| shows the data trace record corresponding to the READ Exit
SOCKAPI trace entry in [Figure 17 on page 92| The server issues READ and waits
for a message. The data trace record shows the entire 120 bytes of data because the
FULL option was used when starting the data trace. In the READ Exit record, only
the first 96 bytes of data are shown.

The records in the two traces can be correlated by the following:

Time The data trace time must be prior to the READ Exit record time. The data
trace time is 20:08:09.181239. The READ Exit record time is
20:08:09.181354.

Jobname
The job name is EZASOKAS in both records.

ASID The ASID is the server’s 0024 (hexadecimal) in both records.
TCB  The TCB is 006E6A68 in both records.

Data length
In the data trace, the length is 78 hexadecimal, which is 120 decimal. The
SOCKAPI trace record shows that the return code is 120 (decimal) bytes.

Port  The source port number in the data trace record (11007 decimal) matches
the local port number in the SOCKAPI trace record. The destination and
remote ports also match (1040 decimal).

IP Address
The IP addresses are handled in the same way as the port numbers. In this
example, both the client and server were on the same TCP/IP stack, so the
IP addresses are the same.

Chapter 5. TCP/IP services traces and IPCS support 91



MVS026 DATA 00000003 20:08:09.181239 Data Trace

JOBNAME = EZASOKAS FROM FULL

TOD CLOCK = XB395B2C2 40035C03

PKT 2 LOST RECORDS = 0 HDR SEQUENCE NUM = 1
SOURCE IP ADDR = 9.67.113.58 DEST IP ADDR = 9.67.113.58

SOURCE PORT = 11007 DEST PORT = 1040  ASID = X0024 TCB = XO06E6A68
DATA LENGTH = X0078

0000 E38889A2 4089A240 8140A2A3 99899587 *This is a string|....0..0.@...... *
0010 40A689A3 88408696 99A3A840 83888199 * with forty char|@....C..... @....*
0020 8183A385 99A24B40 E38889A2 4089A240 *acters. This is |[...... Ke....Q..0x
0030 8140A2A3 99899587 40A689A3 88408696 *a string with fo|.@...... @....0..*
0040 99A3A840 83888199 8183A385 99A24B40 *rty characters. [...@.......... K@x*
0050 E38889A2 4089A240 8140A2A3 99899587 *This is a string|....0..0.0Q...... *
0060 40A689A3 88408696 99A3A840 83888199 * with forty char|@....C..... @....*
0070 8183A385 99A24B40 *acters. |...... K@ *

Figure 16. Data trace record.

====================================================================00002403
MVS026 SOCKAPI ~ 60050043 20:08:09.181354  READ Exit

HASID....0024 PASID....0024 SASID..0024 JOBNAME. . EZASOKAS

TCB...... 006E6A68 TIE...... 00006DF8 PLIST..00006EOC DUCB..... 00000009 KEY..8
ADSNAME. . EZASOKAS SUBTASK. .EZASOKAS TOKEN....7F6F3798 09902FBO
LOCAL PORT..11007 IPADDR ..9.67.113.58

REMOTE PORT..1040 IPADDR ..9.67.113.58

REQAREA..: 00006D90x Addr..00006D90
SOCKET...: 1 Addr..00006B94
NBYTE....: 120 Addr..00006B90
BUF......: Addr..00006B96

+0000 E38889A2 4089A240 8140A2A3 99899587 This is a string

+0010 40A689A3 88408696 99A3A840 83888199 with forty char

+0020 8183A385 99A24B40 E38889A2 4089A240 acters. This is

+0030 8140A2A3 99899587 40A689A3 88408696 a string with fo

+0040 99A3A840 83888199 8183A385 99A24B40 rty characters.

+0050 E38889A2 4089A240 8140A2A3 99899587 This is a string
RETCODE..: 120 BYTES TRANSFERRED Addr..00006EB4
==============s=====sssssss=sssssssss=sssssssss==sssssss=============00002407

Figure 17. SOCKAPI trace record.

The packet trace, on the other hand, does not correlate well with the SOCKAPI
trace option. The packet trace records data being sent or received between the
TCP/IP stack and the network. The packet trace data has headers and the data can
be segmented or packed.

Packet trace (SYSTCPDA) for TCP/IP stacks

92

Packet trace is a diagnostic method for obtaining traces of IP packets flowing to
and from a TCP/IP stack on a z/OS Communications Server host. You can use the
PKTTRACE statement to copy IP packets as they enter or leave TCP/IP, and then
examine the contents of the copied packets. To be traced, an IP packet must meet
all the conditions specified on the PKTTRACE statement. The dataspace area for
SYSTCPDA traces starts at two times the size of the SYSTCPIP in use.

The trace process

Trace data is collected as IP packets enter or leave TCP/IP. The actual collection
occurs within the device drivers of TCP/IP, which capture the data that has just
been received from or sent to the network.
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Packets that are captured have extra information added to them before they are
stored. This extra information is used during the formatting of the packets. The
captured data reflects exactly what the network sees. For example, the trace
contains the constituent packets of a fragmented packet exactly as they are
received or sent.

The selection criteria for choosing packets to trace are specified through the
PKTTRACE statement for the TCP/IP address space. Refer to Iz/OS Communications
[Server: IP System Administrator’s Commands|for more information about the
PKTTRACE statement and subcommand.

The PKTTRACE statement and subcommand are applied to device links that are
defined in the TCP/IP address space through the LINK statement.
illustrates the overall control and data flow in the IP packet tracing facility.

TCPIP
Profile/
VARY TCP/IP

A 4

TCPIP
Address
Space

Trace

TCPIP CTrace IPCS Report

Data Dataset » Format P
Space Program

A 4

Figure 18. Control and data flow in the IP packet tracing facility

Supported devices

IP packet tracing is supported for all network interfaces supported by TCP/IP
(including loopback). However, packets sent and received locally on IP addresses
in the PROFILE.TCPIP HOME list are not traced.

When using the MULTIPATH option of the IPCONFIG statement, packets can be
sent over multiple interfaces. All of the interfaces must be traced. In this case
specify an IP address to select the required packet. This statement also applies to

the case where packets can be received over multiple interfaces (even if
MULTIPATH is not used by this TCP/IP).

For information about the format of the packet trace command (VARY PKTTRACE)
see the |z/0S Communications Server: IP System Administrator’s Commands|

Starting packet trace
To start packet trace, use the following command:
V TCPIP,tcpprocname ,PKT
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Security Note: To use any VARY command, the user must be authorized in RACF.

The RACEF profile for each user must have access for a resource of
the form MVS.VARY.TCPIP.xxx, where xxx is the first eight
characters of the command name. For packet trace, this would be
MVS.VARY.TCPIP.PKTTRACE.

Traces are placed in an internal buffer, which can then be written out using an
external writer. The MVS TRACE command must also be issued for component
SYSTCPDA to activate the packet trace.

After starting packet trace, you can display the status using the netstat command,
as shown in the following example:

NETSTAT -p TCPCS -d

MVS TCP/IP onetstat CS VIR7 TCPIP Name: TCPCS 18:03:31
DevName: LOOPBACK DevType: LOOPBACK
DevStatus: Ready
LnkName: LOOPBACK LnkType: LOOPBACK  LnkStatus: Ready
NetNum: © QueSize: 0
BytesIn: 192537 BytesOut: 192537

ActMtu: 65535
BSD Routing Parameters:

MTU Size: 00000 Metric: 00
DestAddr: 0.0.0.0 SubnetMask: 0.0.0.0

Packet Trace Setting:
Protocol: = TrRecCnt: 00000000 PckLength: FULL
SrcPort: =* DestPort: = PortNum *
IpAddr:  9.67.113.1 SubNet:  =*

Multicast Specific:
Multicast Capability: No

In this example, the packet length (PckLength) is FULL and TrRecCnt is the
number of packets written for this device.

Note: If you are a TSO user, use the corresponding NETSTAT DEV command.

Modifying options with VARY

After starting a packet trace, you can change the trace using the VARY command.
For example, if you want to change the packet trace to abbreviate the data being
traced, use the following command:

V TCPIP,tcpproc,PKT,ABBREV

You can display the results of the VARY command using onetstat:
NETSTAT -p TCPCS -d

MVS TCP/IP onetstat CS VIR7 TCPIP Name: TCPCS 18:17:48
DevName: LOOPBACK DevType: LOOPBACK
DevStatus: Ready
LnkName: LOOPBACK LnkType: LOOPBACK  LnkStatus: Ready
NetNum: 0 QueSize: 0
BytesIn: 813 BytesOQut: 813

ActMtu: 65535
BSD Routing Parameters:

MTU Size: 00000 Metric: 00
DestAddr: 0.0.0.0 SubnetMask: 0.0.0.0
Packet Trace Setting:
Protocol: =* TrRecCnt: 00000000 PckLength: 00200
SrcPort: = DestPort: = PortNum: =
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IpAddr: = SubNet: =
Multicast Specific:
Multicast Capability: No

Tip: If you are a TSO user, use the corresponding NETSTAT option.

By issuing multiple VARY commands, you can OR filters together. For example,
issuing the following VARY commands records all packets whose destination port
is xxxx or whose source port is xxxx.

V TCPIP,tcpproc,PKTTRACE,DEST=xxxx
V TCPIP,tcpproc,PKTTRACE,SRCP=xxxx

The result is a trace that contains only packets with a source port of xxxx or
packets with a destination port of xxxx.

Tip: An alternative command to use is the PKTTRACE command with PORTNUM.
V TCPIP,,PKTTRACE,PORTNUM=xxxx

If both DEST and SRCP are specified in the same command, you can AND the
parameters together. For example, issuing the following VARY command records
only the packets with both a destination port of xxxx and a source port of yyyy.

V TCPIP,tcpproc,PKTTRACE,DEST=xxxx,SRCP=yyyy

You can use the VARY TCPIP tcpproc,OBEYFILE command to make temporary
dynamic changes to system operation and network configuration without stopping
and restarting the TCP/IP address space. For example, if you started the address
space TCPIPA and created a sequential data set USER99.TCPIP.OBEYFIL1
containing packet trace statements, issue the following command:

VARY TCPIP,TCPIPA,CMD=0BEYFILE,DSN=USER99.TCPIP.OBEYFIL1

The VARY TCPIP,PKTTRACE command is cumulative. You can trace all packets for
specified IP addresses by entering multiple PKTTRACE commands. In the
following example, the two commands trace all the packets received and all the
packets sent for the specified IP addresses.

VARY TCPIP,,PKT,ON,IPADDR=10.27.142.44
VARY TCPIP,,PKT,ON,IPADDR=10.27.142.45

Formatting packet traces using IPCS

The IPCS CTRACE command parameters are described in[“Formatting component|
ftraces” on page 55] The following notes apply to the IPCS CTRACE parameters
with regard to the packet trace formatter:

JOBLIST, JOBNAME
The LINKNAME and JOBNAME keywords in the OPTIONS string can also be
used to select records.

TALLY
Equivalent to the STATISTICS(DETAIL) option.

START and STOP
Packets are numbered after the START keyword has filtered records.

LIMIT
See the RECORDS keyword in the OPTIONS string.

USEREXIT
The packet trace formatter calls the CTRACE USEREXIT before testing the
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records with the filtering criteria. If it returns a nonzero return code, then the
record is skipped. The USEREXIT can also be used in the OPTIONS string. It is
called after the record has met all the filtering criteria in the OPTIONS string.

COMP

Must be SYSTCPDA.

SUB

The SUB must name the TCP/IP procedure that created the CTRACE records
when the input is a dump data set.

EXCEPTION
Since there are no EXCEPTION records for packet trace, the EXCEPTION
keyword must not be specified.

ENTIDLIST
The following are the valid values for packet trace:

1
2
3

4
5
6

IPv4 packet trace records

X25 trace records

IPv4 Enterprise Extender data trace records

Tip: Type 1, Type 2, and Type 3 records are no longer written by TCP/IP.
IPv4 and IPv6 packet trace records

IPv4 and IPv6 data trace records

Enterprise Extender trace records

The CTRACE OPTIONS string provides a means of entering additional keywords
for record selection and formatting packet traces (COMP=SYSTCPDA). See

[“Syntax” on page 56| for the complete syntax of CTRACE.

OPTIONS syntax

OPTIONS component

»—0PTIONS—((—| Data Selection |—| Report Generation |—)) ><

Data Selection:

|—| Device Type |—| IP Identifier |—| IP Address |—| Name i >

>—| Port Number '—| Protocol '—| Record Number '—| Record Type i {

Device Type:

|—DEVTYPE—(—I devtype )

»—ETHTYPE— (M) —DEVICEID— (—ldevi ce_i dl)—MACADDR—(—mlacaddr‘l) Y _VLANI D—(—lvlanidl)—4|
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IP Identifier:

|—ADDR—(—'| IP Address '——)—BROADCAST—CLASSA—CLASSB—CLASSC—CLASSD >
>—CLASSE—HOST—IPADDR—(—'| IP Address |——)—IPID—( Y_ip_id_number ) >
»—IPV4—IPV6—LINKLOCAL—LOOPBACK—LOOPBACK6—MULTICAST >

»-Q0S—"(—quality of service—)——SITELOCAL—TRAFFICCLASS——(—traffic_class—) i

IP Address:

—ipv4_address '
|_ I_ J |

/mmm . mmm . mmm . mmm— -p
/nn

—ip6_address |_
/nnnJ

=

—X"hhhhhhhh’

Name:

INTERFACE——(—interface_name—) }
LINKNAME

JOBLIST—Y—(—jobname—) |
JOBNAME

Port Number:

I—BOOTP LDNS J EE >
7 68 J DOMAIN L 53 J L 12000 J
L port_@—) (—[port_numberj—) (—[port m—)

port_number: -
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»—FINGER FTP.
79 J L 20 21 J
L(—|:port_number‘]—) (—[port_number—l—[port_numbeY‘J—)
»—GOPHER
70— J
|~(—|:por‘t_numbe\r' )
»>. HTTP_| IKE: NAT
WWW L 0 J L 500 J L 4500 J
( port_number]—) (—Eport_n umber:l—) (—Eport_number]—)
»—NTP. PORT— (—Y port_numberl) RIP
|\ 123—_|_ J I:ROUTERJ |\ 520—_|_ J
(—Epor _number ) (—Epor _number )
»—RIPNG RPC SASP.
521 J L 111 J L 3860 J
|~(—|:po1r't_number‘]—) (—Eport_number‘]—) (—Epor‘t_number‘]—)
»—SMTP SNMP.
25 J |\ 161 162 J
L(—[por‘t_numberj—) (—Eport_nurnTI—[port_number]—)
»—TELNET TFTP
23 0 J L 69— J
|~(—|:p01r't_numbe\r' screen_width ) (—[port_number‘ )
SUMMARY
DETAIL
»-TIME IKE:
37 J
L(—[por't_number*]—)
Protocol:

—ARP—AH—GRE—I CMP—EI CMP6—_|—IGMP—OSPFI—PROTOCOL (lprotoco l_numberl)—TCP—UDP—AH—ES P—
6

ICMPV

Record Number:

999999999——|_
|—LIMIT—(—[(—record count—) )—RECORDS— (—Y—record number )
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Record Type:

P
Y _cid-number )—DATASIZE—( >

f—c10—(
|—(—data s1'ze—)—I

FIRST ALL
»—DATTRAC E—ELAST——I—DI SCARD— (——discard_code )—FLAGS— (—EANY:I—ABBREV—A CK—BAD—CKSUM—DATA—DF—DISCARD—DROP————>

»—FIC—FIN—FRAME—FULL—HOME—IN—IPO—IPV6EXT—IPV4—IPV6—IPTEXT—LIC—LPAR—MIC—NTA—OFFLOAD—O0IC—OUT—PING—PSH- >

»—RSM—RS T—SEG—SYN—TCPO—TOS—TUNNEL—URG—V LAN—ZWIN—) —EPACKETTRACE—I—XZS—US EREXIT (exitname)—GMT—LOCAL I
PKT——-

Report Generation:

BOTH—

ASCII BASIC
EBCDIC— \_[BASIC (SUMMARY)

HEX—— (—BASIC (DETAIL)—)
»—CHECKSUM NOCHECKSUM >
L[CHECKSUM (SUMMARY)
(—CHECKSUM (DETAIL)—)
»—CLEANUP \\ DATASIZE DEBUG >
500 J L 0 J
(—Lnnnmn—1— (—Lnmnnn—
(——nn——)
200
>—DELAYACK(£nnnn_—|—)—DUMP L EXPORT >
65535 J \\ SUMMARY J
(—Ennnnn]—) (—EDETAIL——I—)
125 150
FMT _| FULL—GAIN(J:rtgai_n—l—,J:varw—n—l—)—NOT—OPTION—>
FORMAT \\ [DETAIL FIRST J
( SUMMARY ALL )
LAST
REASSEMBLY SEGMENT 10 10
> NOREASSEMBLY’—_I—[NOSEGMENT SESSTION SPEED(£10ca1J—,£remoteJ—)—>
\\ DETAIL— J
(—f—SUMMARY——)
STATE—
PIPE—
»—SNIFFER STATISTICS >
200 ETHERNET J |—STATSQ L SUMMARY J
L( |_.'mnnr; | |_TCPDUMP ] ) (—[DETAIL——I—)
TOKENRING TALLY
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»—STREAMS

SUMMARY—TOD |
128 SUMMARY J
| _ri— i

REASSEMBLY:

|—REASSEMBLY L
(

|
32767 SUMMARY J
|_nnnnn—I |_DETAI L —l )

OPTIONS keywords

The following are keywords used for the OPTIONS component routine parameters.

AH
Select packets with an AH extension header.

ASCII
Packet trace data dumped is shown in hexadecimal and interpreted in ASCII
translation only. The default is BOTH.

BASIC ([DETAIL | SUMMARY])
For specific packet types, format each element of the packet data. This
parameter applies to DNS, RIP, and SNMP packet data.

DETAIL
Format the IP header, protocol header and protocol data in as few lines
as possible. DETAIL is the default.

SUMMARY
Format the IP and protocol headers in as few lines as possible.

BOOTPI[(port_number |67 port_number| 68)]
Select BOOTP and DHCP protocol packets. The port_number defines the
BOOTP and DHCP port numbers to select packets for formatting. Equivalent
to PORT(67 68).

BOTH
Packet trace data dumped is shown in hexadecimal and interpreted with both
ASCII and EBCDIC translations. The default is BOTH.

BROADCAST
Select packets with a broadcast IPv4 address. Equivalent to
IPADDR(255.255.255.255/255.255.255.255).

CHECKSUM [(DETAIL | SUMMARY)]
The selected packets have their checksum values validated.

DETAIL
If there is a checksum error, then the packet is formatted and dumped.

SUMMARY
A message is issued for each packet that encounters a checksum error.
SUMMARY is the default.

CID
Selects data trace records that contain the specific connection ID value. The
connection ID value can be determined from the NETSTAT CONN display. Up
to 16 values or ranges can be specified.
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CLASSA
Select packets with a class A IPv4 address. Equivalent to IPADDR(0.0.0.0/
128.0.0.0).

CLASSB
Select packets with a class B IPv4 address. Equivalent to IPADDR(128.0.0.0/
192.0.0.0).

CLASSC
Select packets with a class C IPv4 address. Equivalent to IPADDR(192.0.0.0/
224.0.0.0).

CLASSD
Select packets with a class D IPv4 address. Equivalent to IPADDR(224.0.0.0/
240.0.0.0).

CLASSE
Select packets with a class E IPv4 address. Equivalent to IPADDR(240.0.0.0/
248.0.0.0).

CLEANUP(nnnnn | 500)
Defines a record interval where saved packet information in storage is released.
The minimum value is 500 records; the maximum value is 1 048 576 records;
the default is 500 records. If you set the record interval to 0, cleanup does not
occur.

DATASIZE (data_sizel0)
Selects packets that contain more protocol data than the data_size value. The
minimum value is 0. The maximum value is 65535. The data size is determined

from the amount of packet data available minus the size of any protocol
headers. Equivalent to FLAGS(DATA).

DATTRACE
Select packets written from the VARY TCPIP,DATTRACE command.

DEBUG(debug_level_list)
Provides documentation about SYSTCPDA format processing. debug_level_list
is a list of numbers from 1 to 64. Use only under the direction of an IBM
Service representative.

DELAYACK(threshold | 200)
The delay acknowledgment threshold in milliseconds used in the calculation of
round trip time in the TCP session report. The minimum value is 10
milliseconds. The maximum value is 1000 milliseconds. The default value is
200 milliseconds.

DEVICEID(device_id)
Selects packets written to or received from an OSAENTA trace with one of the
specified device identifiers. One to sixteen device IDs can be specified. This
filter applies only to type 7 trace records. The device_id value is a hexadecimal
number in the form X’'csmfclua’:

cs The channel subsytem ID for this datapath device.

mf The LPAR Multiple Image Facility ID for the LPAR using this datapath
device.

cl The control unit logical identifier for this datapath device.

ua The unit address for this datapath device.

Each identifier is a 2-digit hexadecimal value in the range 00 - FE
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Tip: You can obtain the device_id values for any active user of the OSA by
using the Hardware Management Console (HMC). For a data device that is
active on a z/OS stack, you can obtain the device_id value for that data device
from message IST2190I of the output from the D NET,TRLE command.

DEVTYPE(device_type_list)
Select packets written to or received from an interface with one of the specified
device types. From 1 to 16 types can be specified. This does not apply to data
trace records. The following types can be specified:

« ATM

« CDLC

« CLAW

« CTC

 ETHERS8023

 ETHERNET

* ETHERORS8023

* FDDI

« HCH

* IBMTR

* IPAQENET

* IPAQENET6

* IPAQIDIO

* IPAQIDIO6

* IPAQTR

« LOOPBACK

+ LOOPBACK®6

e MPCPTP

« MPCPTP6

* OSAFDDI

 OSAENET

* SNALINK

* SNALU62

* VIRTUAL

* VIRTUAL6

* X25NPSI
DISCARD(discard_code_list)

Select OSAENTA packets with one of the specified discard reason codes. Up to

16 codes can be specified in the range 0-4087. Each entry in the list can be

specified as a range using the form: low_number:high_number. Values can be
in decimal (nnnnn) or in hexadecimal (X’hhhh’).
0 Select packets that were not discarded

1:4087 Select packets discarded by the O0SA for one of the specified discard reason codes
1:1023 Select packets discarded by the 0SA for DISCARD=EXCEPTION reasons

See [System z9 and zSeries OSA-Express Customer’s Guide and Reference for
information about OSA discard reason codes.

DNS[(port_number | 53)]
Select Domain Namer Service protocol packets. The port_number defines the
DNS port number to select packets for formatting. Equivalent to PORT(53).
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DOMAIN[(port_number | 53)]
Select Domain Namer Service protocol packets. The port_number defines the
DNS port number to select packets for formatting. Equivalent to PORT(53).

DUMPI[(nnnnn | 65535)]
Dump the selected packets in hexadecimal with EBCDIC and ASCII
translations. The IP and protocol headers are dumped separately from the
packet data. The value nnnnn represents the maximum amount of packet data
that is to be dumped from each packet. The default value is 65535 bytes. The
minimum value is 0. The maximum value is 65535. The IP and protocol
headers are not subject to this maximum.

The default report options are DUMP and FORMAT.

The BOTH, ASCII, EBCDIC and HEX keywords describe how the dumped
packets are translated. The default is BOTH. The display can be changed using
these keywords. The default ASCII translation table is used. This table might
not match the table being used by the application. When formatting the
CTRAUCE, it is helpful to have the correct line length. Use the IPCS PROFILE
LINESIZE command to set the line length. For example,

IPCS PROFILE LINESIZE(80)

sets the maximum line length to 80 characters so that all formatted data is
viewable within 80 characters.

If the STREAM report is chosen, then the dump of the packets is deferred until
the stream of data has been collected.

EBCDIC
Packet trace data dumped is shown in hexadecimal and interpreted with
EBCDIC translation only. The default is BOTH.

EE Select Enterprise Extender (EE) protocol packets. The port number defines the
first EE port number to select packets for formatting. The EE port number and
the next four port numbers are used. Equivalent to PORT(12000:12004).

ESP
Select packets with a protocol number of 50. Equivalent to PROTOCOL(50).

ETHTYPE(type)
Selects packets written to or received from an OSAENTA trace with one of the
specified frame types. From 1 to 16 types can be specified. This filter only
applies to type 7 trace records. The following types can be specified:
x'0800' for IP
x'86DD' for IPV6

x'0806"' for ARP
x'80d5"' for SNA

EXPORT[(DETAIL | SUMMARY)]
The selected packets are written to the EXPORT data set in .CSV (Comma
Separated Value) format. In .CSV format, each character field is surrounded by
double quotation marks and successive fields are separated by commas. The
file’s first line defines the fields. Each subsequent line is a record containing
the values for each field.

DETAIL
Format the IP header, protocol header and protocol data as separate lines
of data.
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SUMMARY
Format the IP header and protocol header in one line of data. SUMMARY
is the default.

Allocate a file with DDNAME of EXPORT before invoking the CTRACE
command with EXPORT in the OPTIONS string.

ALLOC FILE(EXPORT) DA(PACKET.CSV) SPACE(15 15) TRACK

The record format is variable block with logical record length of 512 bytes.

FINGER[(port_number|79)]
Select FINGER protocol packets. The port_number defines the FINGER port
number to select packets for formatting. Equivalent to PORT(79).

FIRST ILAST
Selects which packet in a set of encapsulated packets is used for selection. An
example is the ICMP error report packet that contains the IP header that is in
error. FIRST indicates that the ICMP packet is used for selection. LAST
indicates that the last encapsulated IP header is used for selection. FIRST is the
default.

FLAGS(flags list)
Select packets that have the matching characteristics. Flags that can be
specified are:

ALL  When more than one flag is specified, the packet must meet all the
criteria of the flags requested. ALL is the default.

ANY When more than one flag is specified, the packet need only meet one
of the criteria of the flags requested.

ABBREV
Select packets that are abbreviated.

ACK  Select packets that have a TCP header with the ACK flag set.
BAD  Select packets that may be too short to contain all the required headers

CKSUM
Select packets that have a check sum error

DATA Selects packets that contain data.
DF Select IPv4 packets that have the do not fragment (ip_df) flag set.

DISCARD
Select OSAENTA packets that have a non-zero discard code. These
packets were discarded by the OSA and recorded as SYSTCPOT trace
records.

FIC  Select packets that are the first fragment of an IPv4 or IPv6 packet.
FIN  Select packets that have a TCP header with the FIN flag set.

FRAME
Selects OSAENTA packets that have a frame header.

FULL Select packets that are complete.

HOME
Select packets that have an IP destination address equal to the IP
source address.

IN Select packets that are inbound.
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IPEXT Select packets that have an extension header.
IPO  Select packets that have an IPv4 header options field.

IPV4  Select IPv4 packets. IPv4 cannot be used in combination with other
data selectors that are IPv6-specific, such as LINKLOCAL.

IPV6  Select IPv6 packets. IPv6 cannot be used in combination with other
data selectors that are IPv4-specific, such as BROADCAST.

IPV6EXT
Select packets that have an extension header. This is equivalent to
IPEXT.

LIC  Select packets that are the last fragment of an IPv4 or IPv6 packet.

LPAR Select NTA packets that were transmitted between LPARs shared by an
OSA-Express device.

MIC  Select packets that are the middle fragment of an IPv4 or IPv6 packet.
NTA  Select OSAENTA packets.

OFFLOAD
Select outbound packets for which segmentation has been offloaded.

OIC  Select IPv4 or IPv6 packets that are not fragmented.

OUT  Select packets that are outbound.

PING Select packets that are ICMP/ICMPv6 echo request and echo reply.
PSH  Select packets that have a TCP header with the PSH flag set.

RSM  Select packets that have been reassembled.

RST  Select packets that have a TCP header with the RST flag set.

SEG  Select packets that have been segmented.

SYN  Select packets that have a TCP header with the SYN flag set.
TCPO Select packets that have a TCP header options field.

TOS  Select IPv4 packets that have a nonzero value in the ip_tos field.

TUNNEL
Select packets with protocol number 47 GRE or 41 (IPv6 over IPv4).
z/0OS Communications Server currently does not support IPv6 over
IPv4 (protocol number 41).

URG  Select packets that have a TCP header with the URG flag set.
VLAN Select packets that have a VLAN 802.1q tag
ZWIN Select packets that have a TCP header with a zero window value.

Notes:

1. The use of the FIC, MIC and LIC flags require the use of the
NOREASSEMBLY option.

2. When a packet is reassembled, then it becomes an OIC packet with the
RSM flag set.

FMT
Equivalent to FORMAT.

FORMAT[(DETAIL | SUMMARY ALL | FIRST | LAST)]
The selected packets with defined packet data are to be formatted. The SHORT
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keyword on the CTRACE command selects this option if no other report
options are specified. The default report options are DUMP and FORMAT.

DETAIL
Format the IP header, protocol header, and the protocol data.

SUMMARY
Format the IP header and protocol header. DETAIL is the default.

ALL
Format all encapsulated packets. ALL is the default.

FIRST
Format the first encapsulated packet.

LAST
Format the last encapsulated packet

An example of an encapsulated packet is an ICMP error report.

FTP[(data_port number|20 control_port_number|21)]
Select FTP protocol packets. The port_number defines the FTP port numbers to
select packets for formatting. Equivalent to PORT(20,21).

FULL
Equivalent to DUMP and FORMAT. The FULL keyword on the CTRACE
command selects this option if no other report options are specified.

GAIN(rtgain | 125,vargain | 250)
Values of the round trip gain (rtgain) and the variance gain (vargain), in
milliseconds, used in the calculation of round trip time in the TCP session
report. Valid values are in the range 0-1000. The default values for rtgain is
125. The default value for vargain is 250.

GOPHER[(port_number|70)]
Select GOPHER protocol packets. The port_number defines the GOPHER port
numbers to select packets for formatting. Equivalent to PORT(70).

GRE
Select packets with a protocol number of 47. Equivalent to PROTOCOL(47).

GMT
Format the time stamps in GMT time. The default is the value specified on the
CTRACE subcommand.

HEX
Packet trace data dumped is shown in hexadecimal only with no translation.
The default is BOTH.

HOST
Select packets with a host IP address. Equivalent to IPADDR(0.0.0.0/
255.255.0.0)

HTTP[(port_number80)]
Select HTTP protocol packets. The port_number defines the HTTP port
numbers to select packets for formatting. Equivalent to PORT(80). See

ICMP
Select packets with a protocol number of 1. Equivalent to PROTOCOL(1).

ICMP6 or ICMPV6
Select packets with a protocol number of 58. Equivalent to PROTOCOL(5S).
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IGMP

Select packets with a protocol number of 2. Equivalent to PROTOCOL(2).

INTERFACE(interface_name_list) or LINKNAME(interface_name_list)
Select packet trace records with the specified interface name. Up to 16 interface
names can be specified. Each interface name can be up to 16 characters. Use an
asterisk (*) as a wild card to replace characters at the end of the interface
name.

IPADDR (ipaddr[/mask_or_prefixlength] | X’hhhhhhhh’[]-nnnnnl)
Select packets with a matching IP address, optional IPv4 address mask or IPv6
prefix length and optional port number. Up to 16 IP addresses can be specified.
The IPADDR is specified in three parts:

1.

An IPv4 or IPv6 address

The IPv4 address can be in dotted decimal notation, a keyword, or a hex
value.

e IPv4 dotted decimal notation
127.0.0.1
¢ IPv4 keyword

A A class A IPv4 address, 0.0.0.0/128.0.0.0

A class B IPv4 address, 128.0.0.0/192.0.0.0

A class C IPv4 address, 192.0.0.0/224.0.0.0

A class D IPv4 address, 224.0.0.0/240.0.0.0

A class E IPv4 address, 240.0.0.0/248.0.0.0

A local host address, 0.0.0.0/0.0.255.255

An IPv4 or IPv6 loopback address, 127.0.0.0/255.0.0.0 or ::1
The broadcast IPv4 address, 255.255.255.255/255.255.255.255
Any address, 0.0.0.0/0.0.0.0

0 An IPv4 or IPv6 address of zero, 0.0.0.0/255.255.255.255 or ::/128

¢ IPv4 or IPv6 address as a hexadecimal number up to 32 (IPv4) or 128
(IPve6) digits
X'7f000001"
» IPv6 address
1080::8:800:200C:417A
An IPv4 address mask or IPv6 prefix length
The IPv4 address mask (1-32) or IPv6 prefix length (1-128) is preceded by a
slash(/). Specify an IPv4 address mask only when the IPv4 address is in

dotted decimal notation. The IPv4 address mask can be in dotted decimal
notation, for example: 9.37/255.0.0.0 or 9.37/255.255.0.0

A port number

2 = @ H®m g N =

*

The port number is preceded by a dash (-). It is a decimal number in the
range 0-65535.

Notes:

1.
2.

There should be no spaces between the IP addresses and the subnet masks.

The BROADCAST, CLASSA, CLASSB, CLASSC, CLASSD, CLASSE, HOST,
LINKLOCAL, LOOPBACK, MULTICAST, and SITELOCAL keywords add
to the total of 16 IP addresses.
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3. The port number when used adds to the total of 16 port numbers in the
PORT keyword.

4. IPv4 addresses and IPv4-mapped IPv6 addresses are treated as equivalent
addresses.

IPID(ipid_number_list)
Select packets that match the ip_id number in the IPv4 packet header. Up to 16
ID numbers can be specified in the range 0-2147483647 or 0-X'FFFFFFF'. Each
entry in the list can be a range: low_number:high_number. Values can be
decimal (nnnnn) or hexadecimal (X'hhhh'). If the packets have been
fragmented, specify NOREASSEMBLY to select each packet.

IPv4
Equivalent to FLAGS(IPV4).

IPveé
Equivalent to FLAGS(IPV6).

IKE

Select ISAKMP protocol packets. Equivalent to PORT(500). See the ISAKMP
keyword.

ISAKMP
Select ISAKMP protocol packets. Equivalent to PORT(500). See the IKE
keyword.

JOBLIST | JOBNAME(job_name_list)
Select data trace records with the specified JOBNAME. Up to 16 job names can
be specified. Each job name can be up to 8 characters. If the last character of a
job name is an asterisk (*) then only the characters up to the asterisk are
compared.

The CTRACE JOBLIST/JOBNAME parameter provides the same function,
except that wildcards are not supported.

LIMIT (record_count)

record_count

The maximum number of records that are formatted. The default value
999 999 999 records.

Guideline: This keyword is also accepted if specified on the CTRACE
subcommand.

LINKLOCAL
Select packets with an IPv6 link-local unicast prefix. Equivalent to
IPADDR(FES80::/10).

LINKNAME(link_name_list)
Select packet trace records with the specified LINKNAME. Up to 16 link names
can be specified. Each link name can be up to 16 characters. If the last
character of a link name is an asterisk (*) then only the characters up to the
asterisk are compared.

The CTRACE JOBLIST/JOBNAME parameter provides the same function,
except that wildcards are not supported and only the first 8 characters of the
link name are compared.

LOCAL
Format the time stamps in local time. The default is the value specified on the
CTRACE subcommand.
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LOOPBACK
Select packets with either an IPv4 or IPv6 loop back address. Equivalent to
IPADDR(127.0.0.0/255.0.0.0::1). If other addresses are defined as loopback, they
can be selected explicitly using IPADDR().

LOOPBACKS6
Select packets with an IPv6 loop back address. Equivalent to IPADDR(::1). If
other addresses are defined as loopback, they can be selected explicitly using
IPADDR().

MACADDR(macaddr)
Selects packets written to or received from an OSAENTA trace with one of the
specified MAC addresses. From 1 to 16 addresses can be specified. This filter
only applies to type 7 trace records. A MACADDR is twelve hexadecimal
digits.

MULTICAST

Select packets with either an IPv4 or IPv6 multicast address. Equivalent to
CLASSD IPADDR(FF00::/8).

NAT
Select NAT protocol packets. Equivalent to PORT(4500).

NOCHECKSUM
The selected packets do not have their checksum values validated.
CHECKSUM is the default.

NOREASSEMBLY
Do not reassemble fragmented IP packets into a complete packet.
REASSEMBLY is the default.

NOSEGMENT
Packet trace records that span multiple Ctrace records are not recombined.
Only the first segment record of packet is used. The rest of the segment records
are discarded. SEGMENT is the default.

NOT
If the NOT option is selected then any selection criteria is reversed. If a record
matches the selection criteria, it is not processed. If a record does not match the
selection criteria, it is processed.

NTP[(port_number|123)]
Select NTP protocol packets. The port number defines the NTP port number to
select packets for formatting. Equivalent to PORT(123).

OPTION
The selected options with defaults are listed.

OSPFI
Select packets with a protocol number of 89. Equivalent to PROTOCOL(89).

PACKETTRACE
Select packets written from the VARY TCPIP,PKTTRACE command.

IPEXT
Select packets with an extension header.

PORT(port_number_list)
Select packets with one of the specified port numbers. Up to 16 port numbers
can be specified in the range 0-65535. Each entry in the list can be a range:
Tow_number:high _number. Values can be decimal (nnnnn) or hexadecimal
(X'hhhh'). The following keywords add to the list of 16 port numbers:

* BOOTP
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* DHCP

* DNS

« DOMAIN
* EE

* FINGER
* GOPHER
 HTTP

* NAT

* IKE

e RIP
 NTP

* ROUTER
* RPC

e SASP

e SMTP

* SNMP

e TELNET
e TFTIP

* TIME

- WWW

PROTOCOL(protocol number list)

Select packets with one of the specified protocol numbers. Up to 16 protocol
numbers can be specified in the range 0-255. Each entry in the list can be a
range: Tow_number:high_number. Values can be decimal (nnn) or hexadecimal
(X'hh').

Protocol filters on only the upper-layer header of an IPv6 packet. It does not
filter for IPv6 extension headers (Hop-by-Hop Options, Routing, Fragment).
Instead, IPv6 extension headers are included in the display of the basic IPv6
header. The following keywords add to the list of 16 protocol numbers:

- AH

» ESP

* GRE

* ICMP

» ICMPé,
* ICMPV6
e IGMP

* OSPFI
* TCP

- UDP

QOS(quality_of_service_list)

Select the records with the matching Quality of Service from the IPv4 Type of
Service field. Up to 16 QoS values can be specified in the range 0-7. Each entry
in the list can be a range: Tow_number:high_number. Values can be decimal (n)
or hexadecimal (X'h').

REASSEMBLY[(packet_size | 65535,DETAIL | SUMMARY)]

Reassemble IP fragments into a complete packet.
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packet_size
The maximum size of a reassembled packet that is allowed. The smallest
value allowed is 576 bytes, the largest is 65535 bytes. The default value is
65535 bytes.

DETAIL
List each of the reassembly statistics for each packet when a packet
completes reassembly.

SUMMARY
Show only the reassembly statistics and information about packets that did
not complete reassembly.

REASSEMBLY(65535,SUMMARY) is the default.

RECORDS(record_number_list)
Select the records with matching record numbers in the trace data. Up to
sixteen (16) record numbers can be specified. Record numbers are assigned
after any IPCS CTRACE selection criteria have been met. Each entry in the list

can be a range: Tow_number:high_number. Values can be decimal (nnnnnnnnnn)
or hexadecimal (X'hhhhhhhh').

RIP[(port_number | 520)]
Select RIP protocol packets. The port_number defines the RIP port number to
select packets for formatting. Equivalent to PORT(520).

ROUTER[(port_number[520)]
Select RIP protocol packets. The port_number defines the RIP port number to
select packets for formatting. Equivalent to PORT(520).

RIPNG
Select packets with a port number of PORT(521). Equivalent to PORT(521).

RPC[(port_number|111)]
Select RPC protocol packets. The port_number defines the RPC port number to
select packets for formatting. Equivalent to PORT(111).

SASP (port_number | 3860)
Select z/OS Load Balancing Advisor port numbers. The port_number defines
the SASP port number to select packets for formatting. Equivalent to
PORT(3860).

SEGMENT
Packet trace records that span multiple Ctrace records are recombined. Data
from segment records is saved until all the Ctrace records have been read to
re-create the original packet. SEGMENT is the default.

SESSION[(DETAIL | PIPE| STATE | SUMMARY)]
Generate a report showing TCP or UDP session traffic.

DETAIL
List each of the packets for a session, as well as the summary statistics.
DETAIL is the default.

PIPE
List the amount of data left unacknowledged.

STATE
List the beginning and ending state of each session.

SUMMARY
Show only the summary statistics.

Chapter 5. TCP/IP services traces and IPCS support 111



112

Tip: The UDP session analysis is also used for other protocols.

SITELOCAL

Select packets with an IPv6 site-local unicast address prefix. Equivalent to
IPADDR(FECO::/10).

SMTP[(port_number | 25)]

Select SMTP protocol packets. The port_number defines the SMTP port number
to select packets for formatting. Equivalent to PORT(25).

SNIFFER[(nnnnn 1200, ETHERNET | TCPDUMP | TOKENRING)]

Writes the trace records in a format acceptable for downloading to other trace
analysis programs, such as Network Associates” Sniffer Network Analyzer or
programs from http:/ /www.tcpdump|

nnnnn
The maximum size of trace data. Packets with more data than this value
are truncated. The default is 200 bytes. The largest value is derived from
the LRECL of the SNIFFER data set.

ETHERNET
If this keyword is specified, the output is formatted for the Ethernet
analysis application of the analyzer. This keyword specifies the file format
only and does not imply that only packets traced on an Ethernet are
collected. Packets from all devices can be collected using this option.

The default for the SNIFFER option is ETHERNET.

TCPDUMP
The format is compatible with the fhttp://www.tcpdump| files with an
Ethernet header.

TOKENRING
If this keyword is specified, the output is formatted for the token-ring
analysis application of the analyzer. This keyword specifies the file format
only and does not imply that only packets traced on a token ring are
collected. Packets from all devices can be collected using this option.

The trace records are written to the file with a DD name of SNIFFER. After the
file is generated, it can be downloaded as a binary file to the analyzer and
loaded using the standard features of the analyzer. Use NOREASSEMBLY to
prevent the formatter from reassembling packets. Then, each packet is passed
as the packets are collected. The logical record length of the SNIFFER data set
determines the largest amount of packet data written to the data set.

Allocate a file with DDNAME of SNIFFER before invoking the CTRACE
command with SNIFFER in the OPTIONS string as follows:

ALLOC FILE(SNIFFER) DA(PACKET.TRC) SPACE(15 15) TRACK +
LRECL (8000) BLKSIZE(32000)

The data set has a record format of variable blocked with a logical record
length of 8000 bytes. The maximum IP packet size is 7954 (8000 - 46) for
SNIFFER(TOKENRING) and the maximum packet size is 7962 (8000 - 38) for
SNIFFER(ETHERNET).

The minimum logical record length of the data set is 256 bytes.

SNMP[(port_ number|161 port_ number|162)]

Select SNMP protocol packets. The port_number defines the SNMP port
number to select packets for formatting. Equivalent to PORT(161 162).
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SPEED(local | 10,remote | 10)
The link speed, in megabits per second, for the local and remote link. These
values are used in throughput calculations in the TCP session report. Valid
values are in the range 0-17171. The default value is 10. Specify the slowest
speed of the link in the route.

STATISTICS[(DETAIL | SUMMARY)]
After all the records have been processed, generate statistical reports.

DETAIL
Reports are produced showing the number of records selected by record
type, device type, jobname, linkname, protocol number, IP address and
port numbers. The session summary report is a listing of the IP address
and port number pairs showing the number of records, the first and last
record numbers, and the first and last record times.

SUMMARY
Only the session summary report is produced. SUMMARY is the default.

TALLY on the CTRACE command selects this option if no other report options
are specified.

STATS
Equivalent to the STATISTICS option.

STREAMS|(stream_size | 128 DETAIL | SUMMARY)]
Collect the packet data for dumping or formatting after the trace file is
processed. The value nnn represents the maximum amount of storage used to
capture each stream. The value stream_size represents the maximum amount of
storage used to capture each stream. The smallest value is 16KB. The largest
value is 512KB. The default value is 128KB. The value is in 1024 bytes (1K)
units.

SUMMARY
List about each packet in the stream. SUMMARY is the default.

DETAIL
Issue messages about the status of the stream.

Requirement: The DUMP keyword is required to dump the packet data.

SUMMARY
Format a single line for each trace record. SUMMARY on the CTRACE
command selects this option if no other report options are specified. If no other
report option specified on the CTRACE command, then SUMMARY is selected
as the report.

TALLY
Equivalent to the STATISTICS(DETAIL) option.

TCP
Select packets with a protocol number of 6. Equivalent to PROTOCOL(6).

TELNET[(port_number|23 [screen_width |80] [SUMMARY | DETAIL] ) ]
Select TELNET protocol packets. The port_number defines the TELNET port
number to select packets for formatting. Equivalent to PORT(23).

The screen_width parameter defines the value used for converting buffer
offsets into row and column values for the 3270 data stream formatting. If the
screen_width parameter is provided, then the port_number parameter must
also be used. The minimum value is 80. The maximum value is 255. The
default value is 80.
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SUMMARY formats the 3270 data stream into a representation of the screen.
DETAIL formats each 3270 command and order.
There is no default for DETAIL or SUMMARY.

TFTP[(port_number|69)]
Select TFTP protocol packets. The port_number defines the TFTP port number
to select packets for formatting. Equivalent to PORT(69).

TIME[(port_number|37)]
Select TIME protocol packets. The port_number defines the TIME port number
to select packets for formatting.

TOD
Use the time the trace data was captured for the reports. Normally the time the
trace data was moved to the trace buffer is shown. The CTRACE command
uses the time stamp when the trace data was moved to the buffers for START
and STOP time selection.

TRAFFICCLASS (traffic_class)
Select the records with the matching IPv6 traffic class field. Up to 16 traffic
class values can be specified in the range from 0 to 255. Each entry in the list

can be a range: Tow_number:high_number. Values can be decimal (nn) or
Hexadecimal (X'hh').

uDpP
Select packets with a protocol number of 17. Equivalent to PROTOCOL(17).

USEREXIT (exitname)
Names the user exit to be called for each selected record. The USEREXIT
keyword on the CTRACE command names a user exit that is called before the
SYSTCPDA packet trace filtering is done. If this exit routine returns a nonzero
return code, then the record is skipped by the SYSTCPDA formatter.

VLANID (vlanid)
Select packets written to or received from an OSAENTA trace with one of the
specified VLAN identifiers. From 1 to 16 identifiers can be specified. This filter
only applies to type 7 trace records. A VLAN identifier has a value in the
range 0 - 4094.

Tip: The DEVICEID, MACADDR, ETHTYPE, and VLANID filter keywords
apply to SYSTCPOT data. If these keywords are specified with SYSTCPDA
data, then these filters will be ignored.

WWWI[(port_number [ 80)]
Select HTTP protocol packets. The port_number defines the HTTP port number
to select packets for formatting. Equivalent to PORT(80).

X25
Select packet trace records created by the X25 processor.

Tip: This option is obsolete, but it is still accepted.
Report Examples

The CTRACE packet trace (SYSTCPDA) report generation outputs are described in
the following examples.

Because IPv6 increases the IP address size, formatted IPv6 packet/data traces
might be much wider than 80 columns.
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OPTION:
Purpose: List the selected options and default keyword values.

Format: CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((STAT(DETAIL)
OPTION TCP))

Examples:

COMPONENT TRACE SHORT FORMAT

COMP (SYSTCPDA) SUBNAME ( (TCPCS))

OPTIONS((STAT(DETAIL) OPTION TCP))

z/0S TCP/IP Packet Trace Formatter, (C) IBM 2000-2005, 2004.365

DSNAME (' IPCS.R744334.DUMPA")

H 0PTIONS ((Both Bootp(67,68) Checksum(Summary) Cleanup(500) Datasize(0) DelayAck(200,200)
Domain(53) EE(12000:12004) Finger(79) Flags() Ftp(20,21) Gain(125,250) Gopher(70) Limit(999999999)
Gmt Ntp(123) Option Reassembly(65535,Summary) Router(520) Rpc(111) Sasp(3860) Segment Smtp(25)
Snmp(161,162) Speed(10,10) Statistics(Detail) Telnet(23,80,) Tftp(69) Time(37) Userexit() Www(80)
El Protocol( /* 1 %/ 6 /% TCP %/, ) ))

The following fields are on the OPTION report.

DSNAME - The name of the source data.

2| OPTIONS((...)) - A listing of the active options with default values.

H When a filter is specified, the list of filters with the number of filter values
and filter values.
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SUMMARY:

Purpose: Show one or two lines of information about each record in the trace.
Format: CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SUMMARY

Examples: The following fields are on the SUMMARY report.

*xxx 2004/01/26
I - Inbound packet
0 - Outbound packet

DP  Nr hh:mm:ss.mmmmmm IpId Seq_num Ack_num Wndw Flags DatLn Source/Destination
0T 1 14:18:00.447462 19E6 1452693653 0 32768 SYN 0 10.7.1.61-3470
192.168.248.44-5000
IT 2 14:18:00.601784 4E3C 3454024895 1452693654 32768 ACK SYN 0 192.168.248.44-5000
10.7.1.61-3470
oT 3 14:18:00.601917 1A00 1452693654 3454024896 32768 ACK 0 10.7.1.61-3470
192.168.248.44-5000
IT 4 14:18:01.111074 4E3D 3454024896 1452693654 32768 ACK PSH 47 192.168.248.44-5000
3232302D 2057656C *....... % 220- Welx 10.7.1.61-3470
IT 5 14:18:01.126148 4E3E 3454024943 1452693654 32768 ACK PSH 65 192.168.248.44-5000
32323020 52582E69 *........ 220 RX.ix 10.7.1.61-3470
0T 6 14:18:01.126248 1A46 1452693654 3454025008 32703 ACK 0 10.7.1.61-3470
192.168.248.44-5000
0T 7 14:18:03.290611 1B7F 1452693654 3454025008 32703 ACK PSH 10 10.7.1.61-3470
55534552 20637673 *........ USER cvs* 192.168.248.44-5000
IT 8 14:18:03.373175 4E3F 3454025008 1452693664 32768 ACK PSH 32 192.168.248.44-5000
33333120 50617373 *....&/.. 331 Pass* 10.7.1.61-3470

Figure 19. Example of a SUMMARY report

D Direction of the packet:
I Inbound
(0] Outbound

P The packet protocol

TCP

ubp

ICMP

IGMP

Data Trace

Neither TCP, UDP, ICMP, nor IGMP

= o 60" cH

Nr The Ctrace record number

hh:mm:ss.mmmmmmm
The time stamp of the record

Source
The source IP address and port number

Destination
The destination IP address and port number

Ipld
The packet ID number in hexadecimal
e For TCP
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seq_num
The sequence number

ack_num
The acknowledgment sequence number

wndw
The window size

flags
The TCP header flags

DatL
The length of data in the datagram

EBCDIC
The first eight bytes with EBCDIC translation

ASCII
The first eight bytes with ASCII translation
For UDP

nnnnn
The length of the UDP datagram

DatL
The length of the UDP packet data

EBCDIC
The first eight bytes with EBCDIC translation

ASCII
The first eight bytes with ASCII translation

For ICMP

cceeecccee
The type of ICMP message

XXXXXXXXXX

The first eight bytes of the user data in hexadecimal

For IGMP

nnnnn
The maximum response time

cceeceecce
The type of IGMP message

nnn.nnn.nNN.nNN
The IGMP group address

Other protocols

cceeceecce
The protocol name

nnnnn
The length of the protocol data
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EXPORT:

Purpose: Reformat the information about the IP header, protocol header, and
packet data into a file with CSV format.

Format:
ALLOC FILE(EXPORT) DA(EXPORT.CSV) SPACE(15 15) TRACK

CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((EXPORT))

Examples: The following describe the EXPORT, EXPORT(SUMMARY), and
EXPORT(DETAIL) report outputs.

* EXPORT

Export Report
I8 124 records written to USER2.EXPORT.CSV
rd 20,168 bytes written

The following fields are on the EXPORT report.

The number of data records written to the export data set.

The size of the export data set.
EXPORT (SUMMARY)
"Flags ","Packet","Absolute Time ","Rel Time","Delta Time",

"Device ", "Source ","Destination ",

"IpId","IpLen","Protocol ","Summary"

"To ", 1,"19:49:42.788207", 0.000000, 0.000000,

"OSAQDIOLINK ","9.67.115.17 ","9.67.115.63 ",

17158, 78,"UDP","S=137 D=137 LEN=58"

"To ", 29,"19:52:21.240160",158.451952, 0.016739,

"OSAQDIOLINK ","9.67.115.69 ","9.67.115.5 ",

5971, 56,"ICMP","? LEN=28"

"To ", 37,"19:52:27.783944" ,164.995736, 0.000134,

"LOOPBACK ","9.67.115.5 ","9.67.115.5 ",
129, 56,"ICMP","? LEN=28"

"oo ", 40,"19:52:39.284802",176.496595, 5.500260,

"0SAQDIO46 ","FEC9:C2D4::6:2900:EDC:217C","FEC9:C2D4::9:67:115:17",
20, 60,"UDP","S=32810 D=33435 LEN=20"

"oo ", 41,"19:52:39.284870",176.496662, 0.000067,

"0SAQDIO46 ", "FEC9:C2D4::6:2900:EDC:217C","FFO2::1:FF15:17",
32, 72,"1CMPv6","ICMPv6"

"To ", 42,"19:52:39.285955",176.497748, 0.001085,

"0SAQDIO46 ","FEC9:C2D4::9:67:115:17","FEC9:C2D4::6:2900:EDC:217C",
32, 72,"ICMPv6","ICMPv6"

"oo ", 49,"19:52:58.286347",195.498140, 13.972912,

"LOOPBACK®6 ","FEC9:C2D4::9:67:115:5","FEC9:C2D4::9:67:115:5",
20, 60,"UDP","S=32810 D=33435 LEN=20"

"To ", 50,"19:52:58.286530",195.498323, 0.000182,

"LOOPBACK6 ","FEC9:C2D4::9:67:115:5" ,"FEC9:C2D4::9:67:115:5",

68, 108,"ICMPv6","ICMPv6"

The following describes fields found on the EXPORT (SUMMARY) report:
Control flags

Direction
- I — Input
— O — Output

A The packet was abbreviated (used with the following fragment flags).

R Reassembled packet.
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o The Only fragment of a packet (it is complete).
F First fragment of a packet.

M Middle fragment of a packet.

L Last fragment of a packet.

T The packet was in a tunnel.

Packet
The packet number

Absolute Time
The time stamp on the packet

Rel Time
The time from the first packet in seconds

Delta Time
The time from the previous packet in seconds

Device
The device the packet was received on or sent from

Source
The source IP address

Destination
The destination IP address

Ipld
The ID number from the IP packet header

IpLen
The length of the IP packet

Protocol
The protocol from the IP packet

Summary
Additional information from the protocol header.

EXPORT (DETAIL)

"Flags ","Packet","Delta Time","Source ",

"Destination ","Protocol ","Summary"

"To ", 10," 69.006010","9.67.115.5 ",

"9.67.115.5 " "IP"," $=9.67.115.5 D=9.67.115.5 LEN=71 ID=110"

"o ", 10," 69.006010","9.67.115.5 ",

"9.67.115.5 ","UDP"," S=1036 D=161 LEN=51"

"o ", 10, " 69.006010","9.67.115.5 "

"9.67.115.5 ","SNMP", "GetRequest dp1PathNameForUn1xStream 0"

oo ", 24, " 0.002956","9.67.115.5 ",

"9.67.115.69 " "IP"," S=9.67.115.5 D=9.67.115.69 LEN=40 ID=121"

"oo0 ", 24," 0.002956","9.67.115.5 ",

"9.67.115.69 ","UDP"," S=32810 D=33436 LEN=20"

o0 ", 51, " 0.002695","FEC9:C2D4::9:67:115:5",

"FEC9: C2D4 :9:67:115:5","IP"," S=FEC9:C2D4::9:67:115:5 D=FEC9:C2D4::9:67:115:5 LEN=60 ID=20"
"00 51," 0.002695","FEC9:C2D4::9:67:115:5",

"FEC9: C2D4 :9:67:115:5","UDP"," S=32810 D=33436 LEN=20"

"o ", 52," 0.000244","FEC9:C2D4::9:67:115:5",

"FEC9: C2D4 :9:67:115:5","IP"," S=FEC9:C2D4::9:67:115:5 D=FEC9:C2D4::9:67:115:5 LEN=108 ID=68"
"o ", 52," 0.000244","FEC9:C2D4::9:67:115:5",

"FEC: C2D4 :9:67:115:5","ICMPv6"

The following describes fields found on the EXPORT (DETAIL) report:
Control flags
Direction

— I — Input
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— O — Output
A The packet was abbreviated (used with the following fragment flags).
R Reassembled packet.
(0] Only fragment of a packet (it is complete).
F First fragment of a packet.
M Middle fragment of a packet.
L Last fragment of a packet.
T The packet was in a tunnel.

Packet
The packet number.

Delta Time
The time from the previous packet in seconds.

Source
The source IP address.

Destination
The destination IP address.

Protocol
There are multiple lines about a single packet. The first line contains "IP” to
identify the data in the summary field. The second line identifies
information about the protocol used by the packet. The possible third line
identifies the application data in the packet.

Summary
Additional information from the protocol headers or packet data.
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FORMAT:

Purpose: Format the Ctrace record header, the IP packet header, the protocol
header, and the packet data. If one of the ports is a well-known port number and
the SYSTCPDA supports data for the port number, the packet data is shown.

Format:
CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((FORMAT))

Examples:
3 MVSJ PACKET 00000001 23:39:11.873541 Packet Trace
¥4 To Interface : TR1 Device: LCS Token Ring  Full=56
Tod Clock : 2002/02/12 23:39:11.873539
Sequence # : 0 Flags: Pkt Ver2 Qut
Source Port : 1025 Dest Port: 53 Asid: OO1E TCB: 007F62C0O
El IpHeader: Version : 4 Header Length: 20
Tos : 00 QO0S: Routine Normal Service
Packet Length : 56 ID Number: QO0OE
Fragment : Offset: 0
A T : 64 Protocol: UDP CheckSum: A6FB FFFF
Source : 9.67.113.65
Destination : 9.37.80.3
B uop
Source Port 21025 () Destination Port: 53 (domain)
Datagram Length : 36 CheckSum: ADOB FFFF
@ ons: 28

;; ->>DNS HEADER<<- opcode: QUERY, status: NOERROR, id: 40266
53 flags: rd; Ques: 1, Ans: 0, Auth: 0, Addit: 0

53 QUESTIONS: 1
53 w3.ibm.com IN AAAA

1

o A summary line indicating the source of the trace record showing:
* The record number.
* The system name.
* The type of the trace record.

* The time the record was moved to the trace buffer, or with the TOD option
the time the trace data was captured.

* The description of the trace record, Packet Trace, X25, or Data Trace.

The trace header with these fields:

* The direction of the trace record: From or To.

¢ The network interface name (or job name for Data Trace).
* The device type.

* Full or Abbrev with amount of trace data available.

¢ The time the trace record was captured.

* The number of records lost.

* The packet trace header flags.

The IP header showing fields from the IPv4 header. The header length is the
number of bytes for the header. The offset field is the number of bytes from
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the end of the IP header where the fragment appears. With the REASSEMBLY
option active, this field always contains zeros.

The check sum value. If possible, the check sum of the packet is calculated. If
the calculated value is X'FFFF', the check sum is correct. If X'0000', the check
sum could not be calculated because the packet was incomplete or fragmented.
Other values indicate a check sum error.

The UDP protocol header. The fields of the header are shown.
The length of the DNS packet data following is shown.

The DNS header and resource records are formatted. Using the protocol
numbers and the well known port numbers, format routines are invoked to
format standard packet data records. The port number for the PORT keywords
define the port numbers to be used to invoke a format routine.

Port
Keyword

67, 68
BOOTP

67, 68
DHCP

53 Domain

520
RIP

520
Router

161,162
SNMP

23 TELNET
69 TFTP
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17 MVSN PACKET
2

00000004 19:43:02.541728 Packet Trace

To Interface : LOGETH5 Device: QDIO Ethernet Ful1=6300
Tod Clock : 2004/10/18 19:43:02.541728 Intfx: 5
Sequence # : 0 Flags: Pkt Out Offl

IpHeader: Version : 4

Header Length: 20

Tos : 00 Q0S: Routine Normal Service
0ffload Length : 6300 ID Numbers: 0012-0016
Fragment : Offset: 0
A : 64 Protocol: TCP CheckSum: 0000 971D
Source : 8.1.1.1
Destination 8.1.1.2
A rcr
Source Port : 1026 () Destination Port: 1026 ()
Sequence Number : 3823117120 Ack Number: 3823533758
Header Length : 32 Flags: Ack Psh
Window Size : 32768 CheckSum: 120B 0000 Urgent Data Pointer: 0000
0ffload Segments : 4 Length: 1448 Last: 456
Option : NOP
Option : NOP
Option : Timestamp Len: 10 Value: F3913448 Echo: F3913446

Figure 20. Format report example

A summary line indicating the source of the trace record showing:
* The record number.

* The system name.

* The type of the trace record.

¢ The time the record was moved to the trace buffer, or with the TOD option
the time the trace data was captured.

* The description of the trace record, Packet Trace or Data Trace.

The trace header with these fields:

* The direction of the trace record: From or To.

¢ The network interface name (or job name for Data Trace).
* The device type.

* Full or Abbrev with amount of trace data available.

* The time the trace record was captured.

* The number of records lost.

* The packet trace header flags.

The IP header showing fields from the IPv4 header. The header length is the
number of bytes for the header. The offset field is the number of bytes from
the end of the IP header where the fragment appears. With the REASSEMBLY
option active, this field always contains zeros. If segmentation is offloaded, the
ID number field shows the range of IP identifiers represented by this send and
the Offload Length field shows the total length of the send (total data length
plus one set of headers).

The check sum value. If possible, the check sum of the packet is calculated. If
the calculated value is X'FFFF', the check sum is correct. If X'0000', the check
sum could not be calculated because the packet was incomplete or fragmented.
Other values indicate a check sum error.
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The TCP protocol header. The fields of the header are shown. If segmentation
is offloaded, the Offload Segments field shows the number of TCP segments
represented by this send and the length of each segment. The length of each
segment is the data length (not including headers). If all the segments are the
same size, then the Last field does not appear. If the remainder of data length
is nonzero, then Last field contains the remainder.
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DUMP:

Purpose:  Format the IP header, protocol header, and packet data in hexadecimal.
The data can also be translated into EBCDIC, ASCII, or both.

Format:
CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((DUMP))

Examples:
1 MVS073  PACKET 00000001 19:49:42.788207 Packet Trace
From Interface : OSAQDIOLINK Device: QDIO Ethernet Full=78
Tod Clock 1 2002/02/12 19:49:42.788204
Sequence # : 0 Flags: Pkt Ver2
Source Port 1 137 Dest Port: 137 Asid: 002B TCB: 00000000
IP Header : 20
000000 4500004E 43060000 8011FEC2 09437311 0943733F
H Protocol Header  : 8
000000 00890089 003AD7D7
B Data : 50 Data Length: 50
000000 AD3D0110 00010000 00000000 20464845 |.......ccvvvvne. ST FHE
000010 50464345 4C454846 43455046 46464143 |&...<..... &o.o... PFCELEHFCEPFFFAC
000020 41434143 41434143 41434142 4C000020 [............ <... ACACACACACABL..
000030 0001 .. ..
The IP header is dumped with no translation.
The protocol header is dumped with no translation.

The packet data is dumped with the translation specified by the ASCII, BOTH,
EBCDIC or HEX keyword. The default is BOTH. The amount of data dumped

can be limited by the value specified with the DUMP keyword. The default is
65535 bytes.
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REASSEMBLY:

Purpose: This report shows the packets that were reassembled. Use the
REASSEMBLY(DETAIL) option to see all the packets that were reassembled. If the
reassembled packets are larger than 32K then use REASSEMBLY (nnnnn), where nnnnn
is the maximum size of a reassembled packet.

Format:
CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((REASSEMBLY (DETAIL) STAT))

Examples:

Reassembly of: 9.67.113.65-0 9.27.11.173-0 Id: 0043 status: +Fic +Lic

¥4 Rcd Nr Time Delta Offset Length Next Gap Data Flags
1638 15:28:49.975479 00:00:00.000000 0 3976 3976 0 3976 Fic
1639 15:28:49.975501 00:00:00.000022 3976 3976 7952 0 3976 Mic
1640 15:28:49.975524 00:00:00.000044 7952 3976 11928 0 3976 Mic
1641 15:28:49.975545 00:00:00.000066 11928 3976 15904 0 3976 Mic
1642 15:28:49.975567 00:00:00.000088 15904 3976 19880 0 3976 Mic
1643 15:28:49.975594 00:00:00.000115 19880 3976 23856 0 3976 Mic
1644 15:28:49.975620 00:00:00.000141 23856 3976 27832 0 3976 Mic
1645 15:28:49.975689 00:00:00.000210 27832 3976 31808 0 3976 Mic
1646 15:28:49.975737 00:00:00.000258 31808 3976 35784 0 3976 Mic
1647 15:28:49.975771 00:00:00.000292 35784 3976 39760 0 3976 Mic
1648 15:28:49.975804 00:00:00.000325 39760 3976 43736 0 3976 Mic
1649 15:28:49.975835 00:00:00.000356 43736 3976 47712 0 3976 Mic
1650 15:28:49.975865 00:00:00.000386 47712 3976 51688 0 3976 Mic
1651 15:28:49.975898 00:00:00.000419 51688 3976 55664 0 3976 Mic
1652 15:28:49.975926 00:00:00.000447 55664 3976 59640 0 3976 Mic
1653 15:28:49.975962 00:00:00.000483 59640 3976 63616 0 3976 Mic
1654 15:28:49.975986 00:00:00.000507 63616 392 64008 0 392 Lic

64,008 bytes is the final length of the IP packet
17 packets were used for reassembly
64,008 bytes were accumulated for reassembly

EF Packet Reassembly Report
Maximum reassembly buffer size is 65535
B} Reassembly of: 9.27.11.173-0 9.67.113.65-0 Id: 3694 status: +Fic +Lic

Rcd Nr Time Delta Offset Length Next Gap Data Flags
1655 15:28:50.024685 00:00:00.000000 0 1480 1480 0 1480 Fic
1656 15:28:50.024705 00:00:00.000019 1480 1480 2960 0 1480 Mic
1657 15:28:50.024739 00:00:00.000053 2960 1480 4440 0 1480 Mic
1658 15:28:50.024772 00:00:00.000086 4440 1480 5920 0 1480 Mic
1659 15:28:50.025506 00:00:00.000820 5920 1480 7400 0 1480 Mic
1660 15:28:50.030534 00:00:00.005848 7400 1480 8880 0 1480 Mic
1661 15:28:50.030592 00:00:00.005906 8880 1480 10360 0 1480 Mic
1662 15:28:50.030607 00:00:00.005921 10360 1480 11840 0 1480 Mic
1663 15:28:50.030650 00:00:00.005964 11840 1480 13320 0 1480 Mic
1664 15:28:50.030683 00:00:00.005997 13320 1480 14800 0 1480 Mic
1665 15:28:50.030698 00:00:00.006012 14800 1480 16280 0 1480 Mic
1666 15:28:50.042927 00:00:00.018241 16280 1480 17760 0 1480 Mic
1667 15:28:50.042946 00:00:00.018261 17760 1480 19240 0 1480 Mic
1668 15:28:50.043006 00:00:00.018320 19240 1480 20720 0 1480 Mic
1669 15:28:50.043021 00:00:00.018335 20720 1480 22200 0 1480 Mic
1670 15:28:50.043058 00:00:00.018372 22200 1480 23680 0 1480 Mic
1671 15:28:50.043114 00:00:00.018428 23680 1480 25160 0 1480 Mic
1672 15:28:50.043130 00:00:00.018444 25160 1480 26640 0 1480 Mic
1673 15:28:50.043174 00:00:00.018488 26640 1480 28120 0 1480 Mic
1674 15:28:50.043222 00:00:00.018536 28120 1480 29600 0 1480 Mic
1675 15:28:50.043257 00:00:00.018571 29600 1480 31080 0 1480 Mic
1676 15:28:50.043544 00:00:00.018858 31080 1480 32560 0 1480 Mic
1677 15:28:50.043592 00:00:00.018906 32560 1480 34040 0 1480 Mic
1678 15:28:50.043607 00:00:00.018921 34040 1480 35520 0 1480 Mic
1679 15:28:50.044618 00:00:00.019932 35520 1480 37000 0 1480 Mic
1680 15:28:50.044649 00:00:00.019963 37000 1480 38480 0 1480 Mic
1681 15:28:50.044698 00:00:00.020012 38480 1480 39960 0 1480 Mic
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1682 15:28:50.044712 00:00:00.020026 39960 1480 41440 0 1480 Mic
1683 15:28:50.044745 00:00:00.020059 41440 1480 42920 0 1480 Mic
1684 15:28:50.044778 00:00:00.020092 42920 1480 44400 0 1480 Mic
1685 15:28:50.050178 00:00:00.025492 44400 1480 45880 0 1480 Mic
1686 15:28:50.050212 00:00:00.025527 45880 1480 47360 0 1480 Mic
1687 15:28:50.050244 00:00:00.025558 48840 1480 50320 -1480 1480 Mic
1688 15:28:50.050275 00:00:00.025589 50320 1480 51800 0 1480 Mic
1689 15:28:50.050328 00:00:00.025642 51800 1480 53280 0 1480 Mic
1690 15:28:50.050343 00:00:00.025657 53280 1480 54760 0 1480 Mic
1691 15:28:50.054558 00:00:00.029872 54760 1480 56240 0 1480 Mic
1692 15:28:50.054614 00:00:00.029928 57720 1480 59200 -1480 1480 Mic
1693 15:28:50.054628 00:00:00.029942 59200 1480 60680 0 1480 Mic
1694 15:28:50.054680 00:00:00.029994 62160 1480 63640 -1480 1480 Mic
1695 15:28:50.054694 00:00:00.030008 63640 368 64008 0 368 Lic

64,008 bytes is the final length of the IP packet

41 packets were used for reassembly
59,568 bytes were accumulated for reassembly

B 1.641 packets required reassembly
54 IP packet reassemblies were done
52 IP packets were completely reassembled
2 IP packets were incomplete
0 packets failed reassembly
1,627 storage requests for buffers were made
64,080 bytes of buffer space are still in use
191,872 bytes of buffer space was the maximum in use
114,688 bytes of control storage were used

Reassembly is always done (except with the NOREASSEMBLY option). However,
the REASSEMBLY (DETAIL) option is needed for the report on completed
reassemblies.
The current packet that was reassembled is identified with source and
destination IP address and port numbers. The IP identification number is
shown. The status of the reassembly is shown. Completed packets are shown
when the final packet is received. Incomplete packets are shown during the
final processing.

Each packet that was reassembled is shown. The flag shows type of packet:
Fic First in chain. The offset was zero.

Mic  Middle in chain. The offset was nonzero and the more fragment flag
was set.

Lic Last in chain. The offset was nonzero and the more fragment flag was
not set.

Ooo  The packet arrived out of order.

The Gap field is the number of bytes between the end of one packet and the
start of the next. This should have a value of zero for normal processing.
Nonzero values indicate duplicate data being sent.

When all the trace records have been processed the final report on reassembly
is formatted. The maximum reassembly buffer size is shown. Packets that
would exceed this size are rejected. This simulates the Ping of Death
processing.

Incomplete packets that did not complete reassembly are shown.
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The total number of trace records that were reassembled is shown with other
statistics.

200 packets required reassembly
The number of packets that required reassembly (that had a fragment
offset or the more fragment flag set).

57 IP packet reassemblies were done
The number of reassembled packets.

54 IP packets were completely reassembled
The number of reassembled packets where all the fragments were found.

3 IP packets were incomplete
The number of reassembled packets where all the fragments were not
found.

0 packets failed reassembly
The number of packets that would have caused the completed packet to
exceed the reassembly size.

170 storage requests for buffers were made
The number of times a request for reassembly buffer was made.

128,747 bytes of buffer space is still in use
The amount of storage still in use for incomplete packets.

284,158 bytes of buffer space was the maximum in use

The maximum amount of storage in use while reassembling packets.

Guideline: For reassembled packets, the calculated check sum fields are not
X'FFFF', because the packets were modified by the reassembly process.
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SESSION:

Purpose: This report shows traffic for a TCP session.

Format:

CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((SESSION TCP))

Examples:

H 2 packets summarized
Local Ip Address:
Remote Ip Address:
Host:
Client or Server:
Port:
Application:
Link speed (parm):
H Connection:
First timestamp:
Last timestamp:
Duration:
Average Round-Trip-Time:
Final Round-Trip-Time:
Final state:
Qut-of-order timestamps:

Data Quantity & Throughput:

Application data bytes:
Sequence number delta:
Total bytes Sent:
Bytes retransmitted:
Throughput:

Bandwidth utilization:
Delay ACK Threshold:
Minimum Ack Time:
Average Ack Time:
Maximum Ack Time:

[ Data Segment Stats:
Number of data segments:
Maximum segment size:
Largest segment size:
Average segment size:
Smallest segment size:
Segments/window:
Average bytes/window:
Most bytes/window:
0ffload Sends:

0ffload Segments:
0ffload Bytes:

Total Packets(normal + offload):

B window Stats:
Number of windows:
Maximum window size:

Largest window advertised:
Average window advertised:
Smallest window advertised:

Window scale factor:
Window frequency:
Time Stamp updates:
Total Round Trip Time:
Average Round Trip Time:
@ Number of:
Packets:
(x) Untraced Packets:
(.) In-order data:
(a) Acknowledgments:
(+) Data and ACK:
(u) Duplicate ACKs:
(w)
(z)
(p)
(k)
(r)

<

Zero window sizes:
Window probes:
Keepalive segments:
Retransmissions:
Out-of-order:
Delayed ACKs:

(f) Fragments:
Time Spent on:

(.) In-order data:

(a) Acknowledgments:

Window size updates:

FEC9:C2D4::6:2900:EDC:217C
FEC9:C2D4::9:67:115:17

Local,
CLIENT,
1027,

10,

Remote
SERVER
21

ftp

10

19:55:46.934032
19:55:46.934989
00:00:00.000957

Megabits/s

0 Kilobytes/s

0 Windows/s

0.000 sec

0.000 sec
CLOSED (PASSIVE RESET)
0

Inbound, Qutbound

0, 0

0, 1

0, 0

0, 0

0,

0.00%, 0.00%

200, 200 ms

0.000957, 0.000000

0.000957, 0.000000

0.000957, 0.000000
Inbound, Outbound

0, 0

1432, 0

0, 0

0, 0

0, 0

0.0, 0.0

0, 0

0, 0

3 ( 50%)

6

43616 (72.69%)
18 (83.33%)
Inbound, Outbound

0, 0

0, 0

0, 32768

0, 32768

0, 32768

0, 0

0,

0, 0
0.000000, 0.000000 (
0.000000, 0.000000

Inbound, Outbound

1, 1

0, 0

0, 0 (

1, 0 (1

0, 0 (

0, 0 (

0, 0 (

0, 0 (

0, 0 (

0, 0 (

0, 0 (

0, 0 (

0, 0 (

0, 0 (

Inbound, Qutbound

leloooo oo oo o ool
[elcloloNolololololo]

00:00:00.000000, 00:00:00.000000 ( 0.
00:00:00.000957, 00:00:00.000000 (106.33%), ( 0.00%)

0.

0%), (0%

[elololooNo oo No ol
(=3
o
N
-

00%), ( 0.00%)
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(+) Data and ACK: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)
(u) Duplicate ACKs: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)
(w) Window size updates: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)
(z) Zero window sizes: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)
(p) Window probes: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)
(k) Keepalive segments: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)
(r) Retransmissions: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)
(o) Out-of-order: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)
(d) Delayed ACKs: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)
(f) Fragments: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)

B Number of: Inbound, Outbound
( S) SYN: 0, 1 ( 0.00%), (100.00%)
(AS ) ACK SYN: 0, 0 ( 0.00%), ( 0.00%)
( F) FIN: 0, 0 (0.00%), ( 0.00%)
(A F) ACK FIN: 0, 0 (0.00%), ( 0.00%)
( R ) RST: 1, 0 (100.00%), ( 0.00%)
(U ) URG: 0, 0 (0.00%), ( 0.00%)

Bl Time Spent on: Inbound, Outbound
( S ) SYN: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)
(A S ) ACK SYN: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)
( F) FIN: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)
(A F) ACK FIN: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)
( R ) RST: 00:00:00.000957, 00:00:00.000000 (106.33%), ( 0.00%)
(U ) URG: 00:00:00.000000, 00:00:00.000000 ( 0.00%), ( 0.00%)

Messages:

2) The largest inbound window is Tess than twice the inbound MSS.

2) This may reduce inbound throughput for bulk data transfers.

2) It is usually desirable for the window size to be at twice the MSS.

3) The outbound side of the connection appears to be a bulk data transfer.

I - Inbound packet
0 - Outbound packet
10 TcpHdr I0 F Seq Ack RcviWind Data Delta Time TimeStamp RcdNr State Inf Ip_id Rtt TimeStmpV Time
S 0 29260429 0 32768 0 0.000000 19:55:46.934032 101 SYN_SENT 4 0028 0.00 0.000 316250
AR Ia 0 29260430 0 0 0.000957 19:55:46.934989 102 CLOSED 4 0014 0.00 0.000 316250
Host

130

The number of packets records for this session; the IP addresses and port of
the session.

Connection

The first and last time of the session, the length of the session, the final value
of RRT, and the final state of the session.

Data Quality & Throughput

These statistics are about the quantity of data transmitted. The number of bytes
received inbound and the number of bytes send outbound.

Data Segment Stats

These statistics are about the segments, the number of segments, and the sizes
of the segments. The maximum segment size is captured from the SYN packet.
Offload statistics appear only when there were any offloaded packets. These
values reflect the number of offload packets, the number segments in these
offloaded packets, the number of bytes in offloaded packets, and the total
number of segments sent from the interface.

Window Stats

These statistics are about the window changes. The Window scale factor is
captured from the SYN packet. The Time Stamp updates are captured from the
Tep header options.

Number of Packets
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These statistics are about the number of data packets that flow for carrying
data. The percentages are based on the number of packets.

Time Spent on:

These statistics are about the delta times of data packets that flow for carrying
data. The percentages are based on the duration of the session.

Number of

These statistics are about the number of control packets that flow for starting
and ending a session. The percentages are based on the number of packets.

Time Spent on

These statistics are about the delta times of control packets that flow for
starting and ending a session. The percentages are based on the duration of the

session.

Details TepHdr
The flags from the TCP header

*

A~ d »w c < »

This packet has been reassembled.
This packet is an acknowledgment.
This packet has the PUSH flag set.
This packet is urgent.

This packet is a syn.

This packet is a fin.

This packet is a reset.

The type of data packet has one of the following flags:

N

=~ T

-

The packet flowed in order with respect to its sequence number.

There is a gap in the sequence number and there appears to be
untraced data.

The packet is a stand-alone acknowledgment of previously received
data.

The packet is an acknowledgment of previously received data and also
contains data.

The packet is an acknowledgment of data previously acknowledged.
The packet updated the window size.

The packet changed the window size to zero.

The packet was a window probe.

The packet was a keepalive packet.

The packet was retransmission.

The packet arrived out of order.

The packet exceeded the delay time threshold.
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f The packet was a fragment of a complete IP packet.
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SNIFFER:
Purpose: This report shows information written to the SNIFFER data set.

Format:
ALLOC F(SNIFFER) DATASET(SNIFFER.TRC) LRECL(1600) RECFM(V B) REUSE TRACK SPACE(15 15)

CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((SNIFFER NOREASSEMBLY STATS))

Examples:
Interface Table Report
Index Count Link Address
1 5 OSAQDIOLINK 9.67.115.63
2 42 LOOPBACK 127.0.0.1
3 18 OSAQDIOLINK 9.67.115.5
4 31 0SAQDIO46 FEC9:C2D4::6:2900:EDC:217C
5 21 0SAQDIO46 FE80::6:2900:EDC:217C
6 6 LOOPBACK6 HE !

Sniffer Report
126 records written to USER2.SNIFFER.TRC
13,982 bytes written
0 packets were abbreviated
5 packets were truncated to 200 bytes

The list of device names found in the selected records. Each device is assigned
an interface index.

This record count includes the two header records and one trailer record
written to the SNIFFER data set.

The number of data bytes written to the SNIFFER data set. This is the amount
of data to be downloaded.

The number of abbreviated records. This number is included in [J.

The number of truncated records. Records were truncated because the size of
the packet exceeded the logical record length of the SNIFFER file. You can
avoid this by increasing the logical record length. The maximum logical record
length is 32,763 or the size of physical disk blocks, whichever is smaller.
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SYSTCPD

STATISTICS:

Purpose:  The records are counted by record type, device type, device name, job
name, protocol, IP address, TCP port number, and UDP port number.

Format:
CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((STATISTICS(DETAIL)))

Examples:

No packets required reassembly

A Trace Statistics

ctrace records processed
segmented trace records read
segmented trace records were lost
trace records read

records could not be validated
records passed filtering

packet trace records processed
data trace records processed

H Record Type Report

Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Record Type
65 55 3814 10 644 1 2002/02/12 19:49:42 123 2002/02/12 19:57:45 1(Packet Trace)
58 19 1828 39 2840 40 2002/02/12 19:52:39 117 2002/02/12 19:56:29 4(Packet Trace)
123 74 5642 49 3484 Total
2 Record Type(s) found
Ip Version Report
Total Input Data OQutput Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Ip Version
65 55 3814 10 644 1 2002/02/12 19:49:42 123 2002/02/12 19:57:45 4
58 19 1828 39 2840 40 2002/02/12 19:52:39 117 2002/02/12 19:56:29 6
123 74 5642 49 3484 Total
2 Ip Version(s) found
E Device Type Report
Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Device Type
42 42 2667 0 0 4 2002/02/12 19:49:48 123 2002/602/12 19:57:45 34(Loopback)
23 13 1147 10 644 1 2002/02/12 19:49:42 103 2002/02/12 19:55:48 39(QDI0O Ethernet)
6 3 324 3 180 49 2002/02/12 19:52:58 54 2002/02/12 19:52:58 51(Loopback6)
52 16 1504 36 2660 40 2002/02/12 19:52:39 117 2002/02/12 19:56:29 53(QDI0 Ethernet6)
123 74 5642 49 3484 Total
4 Device Type(s) found
B interface Report
Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Interface
42 42 2667 0 0 4 2002/02/12 19:49:48 123 2002/02/12 19:57:45 LOOPBACK
6 3 324 3 180 49 2002/02/12 19:52:58 54 2002/02/12 19:52:58 LOOPBACK
23 13 1147 10 644 1 2002/02/12 19:49:42 103 2002/02/12 19:55:48 0SAQDIOL
52 16 1504 36 2660 40 2002/02/12 19:52:39 117 2002/02/12 19:56:29 0SAQDIO4
123 74 5642 49 3484 Total
4 Interface(s) found
Interface Address Report
Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Interface
5 5 699 0 0 1 2002/02/12 19:49:42 103 2002/02/12 19:55:48 0SAQDIOLINK
Addr: 9.67.115.63
42 42 2667 0 0 4 2002/02/12 19:49:48 123 2002/02/12 19:57:45 LOOPBACK
Addr: 9.67.115.5
18 8 448 10 644 16 2002/02/12 19:51:17 33 2002/02/12 19:52:21 0SAQDIOLINK
Addr: 9.67.115.5
31 14 1360 17 1340 40 2002/02/12 19:52:39 116 2002/02/12 19:56:29 0SAQDI046
Addr: FEC9:C2D4::6:2900:EDC:217C
21 2 144 19 1320 46 2002/02/12 19:52:44 117 2002/02/12 19:56:29 0SAQDI046
Addr: FE80::6:2900:EDC:217C
6 3 324 3 180 49 2002/02/12 19:52:58 54 2002/02/12 19:52:58 LOOPBACK6
Addr: FEC9:C2D4::9:67:115:5
123 74 5642 49 3484 Total
6 Interface Address(s) found
Asid Report
Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Asid
34 0 0 34 2440 16 2002/02/12 19:51:17 111 2002/02/12 19:56:24 002A
89 74 5642 15 1044 1 2002/02/12 19:49:42 123 2002/02/12 19:57:45 002B
123 74 5642 49 3484 Total
2 Asid(s) found
B Protocol Report
Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Protocol
30 29 1624 1 284 5 2002/02/12 19:49:48 123 2002/02/12 19:57:45 1(ICMP)
4 2 120 2 160 99 2002/02/12 19:55:20 102 2002/02/12 19:55:46 6(TCP)
53 26 2190 27 1440 1 2002/02/12 19:49:42 122 2002/02/12 19:57:45 17 (UDP)
36 17 1708 19 1600 41 2002/02/12 19:52:39 117 2002/02/12 19:56:29 58(ICMPv6)
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123 74 5642
4 Protocol(s) found
@ 1P Address Report

Total Input Data
9 5 280
60 50 3115
5 5 699
5 5 699
9 3 168
4 0 0
21 2 144
4 2 144
2 1 72
6 3 216
31 14 1360
6 3 324
8 4 348
3 2 376
8 4 348
5 0 0
1 0 0
1 0 0
1 0 0
9 0 0
198 103 8293
20 IP Address(s) found
Qos Report
Total Input Data
5 5 280
1 1 60
6 6 432
12 12 772
3 Qos(s) found
Tcp Port Report
Total Input Data
4 2 120
2 1 60
2 1 60
8 4 240

3 Tcp Port(s) found
B udp Port Report
Total Input Data
3 3 234
465
1491
213
213
213
213
213
213
213

N
~nN

2 2

N
N WSNSN SN NWWWWwWwwwe

OO ODODODDWWWWWWW K
o

101 47
17 Udp Port(s) found
Protocol Summary Report
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0

0

240

240

1320

144

72

216

1340
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260
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300
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6788

Data
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320

Data

[eNoNololoNoloolo o)

1440
380
380
380
160
100

40

2880
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First
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4
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40
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First
18
100
77
Total

First
99

99
101
Total

First
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83
4
4

10

34

68

84

106
118

17

17

19

20

28

30

32

Total

yyyy/mm/dd
2002/02/12

Addr: 9.67.

2002/02/12

Addr: 9.67.

2002/02/12

Addr: 9.67.

2002/02/12

Addr: 9.67.

2002/02/12

Addr: 9.67.

2002/02/12
Addr:
2002/02/12
Addr:
2002/02/12
Addr:
2002/02/12
Addr:
2002/02/12
Addr:
2002/02/12
Addr:
2002/02/12
Addr:
2002/02/12
Addr:
2002/02/12
Addr:
2002/02/12
Addr:
2002/02/12
Addr:
2002/02/12
Addr:
2002/02/12
Addr:
2002/02/12
Addr:
2002/02/12
Addr:

yyyy/mm/dd
2002/02/12
2002/02/12
2002/02/12

yyyy/mn/dd
2002/02/12
2002/02/12
2002/02/12

yyyy/mm/dd
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12

FE8O:

FE8O:

FE8O:

FE8O:

FE8O:

FEC9:

FEC9:

FEC9:

FEC9:

FEC9:

FEC9:

FFO2:

FFO2::

FFO2::

FFO2::

hh.mm.ss
19:51:17
115.1
19:49:48
115.5
19:49:42
115.17
19:49:42
115.63
19:52:21
115.69
19:53:17

Last yyyy/mm/dd
27 2002/02/12

123 2002/02/12
103 2002/02/12
103 2002/02/12
33 2002/02/12

67 2002/02/12

:6:2900:ADC:217C

19:52:44

117 2002/02/12

:6:2900:EDC:217C

19:52:44

105 2002/02/12

:202:55FF: FE64:2DE7

19:56:29

117 2002/02/12

:206:2AFF: FE66:C800

19:54:02

94 2002/02/12

:206:2AFF:FE71:4400

19:52:39

116 2002/02/12

C2D4::6:2900:EDC:217C

19:52:58

54 2002/02/12

C2D4::9:67:115:5

19:52:39

102 2002/02/12

C2D4::9:67:115:17

19:56:24

113 2002/02/12

C2D4::206:2AFF:FE66:C800

19:55:04

100 2002/02/12

C2D4::206:2AFF:FE71:4400

19:53:57

82 2002/02/12

C2D4:1::9:67:114:44

19:52:39 41 2002/02/12
:1:FF15:17

19:56:24 111 2002/02/12
:1:FF66:C800

19:55:04 89 2002/02/12
:1:FF71:4400

19:53:17 66 2002/02/12
:1:FFDC:217C

hh.mm.ss Last yyyy/mm/dd
19:51:54 27 2002/02/12
19:55:20 100 2002/02/12
19:54:02 116 2002/02/12
hh.mm.ss Last yyyy/mm/dd
19:55:20 102 2002/02/12
19:55:20 100 2002/02/12
19:55:46 102 2002/02/12
hh.mm.ss Last yyyy/mm/dd
19:49:42 3 2002/02/12
19:54:38 103 2002/02/12
19:49:48 122 2002/02/12
19:49:48 8 2002/02/12
19:51:06 14 2002/02/12
19:52:24 38 2002/02/12
19:53:42 72 2002/02/12
19:55:00 97 2002/02/12
19:56:18 114 2002/02/12
19:57:36 122 2002/02/12
19:51:54 95 2002/02/12
19:51:54 88 2002/02/12
19:51:54 92 2002/02/12
19:51:59 95 2002/02/12
19:52:21 81 2002/02/12
19:52:21 82 2002/02/12
19:52:21 32 2002/02/12

Chapter 5. TCP/IP services traces and IPCS support

hh

19:

hh

19:

19:

hh.
19:
19:
19:

.mm.
52:

.mm.
52:
:55:
56:

ss
21

.SS
146
:20
146

Qos
6(Internetwork)
96 (Unknown)

112 (Unknown)

Tcp Port
21(ftp)
1026()
1027()

Udp Port

137 (netbios-ns)
138(netbios-dgm)
161 (snmp)
1035()

1036()

1037()

1038()

1039()

1040()

1041()

32810()

33435()

33436()

33437()

33438()

33439()

33440()

135



Input Output Total

Protocol Packets Bytes Packets Bytes Packets Bytes
Tcp 2 120 2 160 4 280
Udp 26 2190 27 1440 53 3630
Icmp 46 3332 20 1884 66 5216
Other 0 0 0 0 0 0

Session Summary Report
Input Output First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Protocol

5 1 16 2002/602/12 19:51:17 27 2002/02/12 19:52:21 ICMP Lcl: 9.67.115.5-0
Rmt: 9.67.115.1-0
0 1 17 2002/02/12 19:51:54 17 2002/02/12 19:51:54 UDP Lcl: 9.67.115.5-32810
Rmt: 9.67.115.1-33435
0 1 19 2002/02/12 19:51:54 19 2002/62/12 19:51:54 UDP Lcl: 9.67.115.5-32810
Rmt : 9.67.115.1-33436
0 1 20 2002/02/12 19:51:59 20 2002/02/12 19:51:59 UDP Lcl: 9.67.115.5-32810
Rmt : 9.67.115.1-33437
21 0 5 2002/02/12 19:49:48 123 2002/02/12 19:57:45 ICMP Lcl: 9.67.115.5-0
Rmt: 9.67.115.5-0
3 0 4 2002/02/12 19:49:48 8 2002/02/12 19:49:57 UDP Lcl: 9.67.115.5-161
Rmt: 9.67.115.5-1035
3 0 10 2002/02/12 19:51:06 14 2002/02/12 19:51:15 UDP Lcl: 9.67.115.5-161
Rmt: 9.67.115.5-1036
3 0 34 2002/02/12 19:52:24 38 2002/02/12 19:52:33 UDP Lcl: 9.67.115.5-161
Rmt : 9.67.115.5-1037
3 0 68 2002/02/12 19:53:42 72 2002/02/12 19:53:51 UDP Lcl: 9.67.115.5-161
Rmt : 9.67.115.5-1038
3 0 84 2002/02/12 19:55:00 97 2002/02/12 19:55:09 UDP Lcl: 9.67.115.5-161
Rmt : 9.67.115.5-1039
3 0 106 2002/02/12 19:56:18 114 2002/62/12 19:56:27 UDP Lcl: 9.67.115.5-161
Rmt: 9.67.115.5-1040
3 0 118 2002/02/12 19:57:36 122 2002/02/12 19:57:45 UDP Lcl: 9.67.115.5-161
Rmt: 9.67.115.5-1041
3 0 29 2002/02/12 19:52:21 33 2002/02/12 19:52:21 I1CMP Lcl: 9.67.115.5-0
Rmt : 9.67.115.69-0
0 1 22 2002/02/12 19:52:21 22 2002/02/12 19:52:21 UDP Lcl: 9.67.115.5-32810
Rmt : 9.67.115.69-33435
0 1 24 2002/02/12 19:52:21 24 2002/02/12 19:52:21 UDP Lcl: 9.67.115.5-32810
Rmt : 9.67.115.69-33436
0 1 26 2002/02/12 19:52:21 26 2002/02/12 19:52:21 UDP Lcl: 9.67.115.5-32810
Rmt: 9.67.115.69-33437
0 1 28 2002/02/12 19:52:21 28 2002/02/12 19:52:21 UDP Lcl: 9.67.115.5-32810
Rmt: 9.67.115.69-33438
0 1 30 2002/02/12 19:52:21 30 2002/02/12 19:52:21 UDP Lcl: 9.67.115.5-32810
Rmt : 9.67.115.69-33439
0 1 32 2002/02/12 19:52:21 32 2002/02/12 19:52:21 UDP Lcl: 9.67.115.5-32810
Rmt : 9.67.115.69-33440
3 0 1 2002/02/12 19:49:42 3 2002/02/12 19:49:44 UDP Lcl: 9.67.115.63-137
Rmt : 9.67.115.17-137
2 0 83 2002/02/12 19:54:38 103 2002/62/12 19:55:48 UDP Lcl: 9.67.115.63-138
Rmt: 9.67.115.17-138
0 1 55 2002/02/12 19:53:17 55 2002/02/12 19:53:17 UDP Lcl: FE80::6:2900:EDC:217C-32810
Rmt: FE80::6:2900:ADC:217C-33435
0 1 59 2002/02/12 19:53:22 59 2002/02/12 19:53:22 UDP Lcl: FE80::6:2900:EDC:217C-32810
Rmt: FE80::6:2900:ADC:217C-33436
0 1 63 2002/02/12 19:53:27 63 2002/02/12 19:53:27 UDP Lcl: FE80::6:2900:EDC:217C-32810
Rmt: FE80::6:2900:ADC:217C-33437
0 1 67 2002/02/12 19:53:32 67 2002/02/12 19:53:32 UDP Lcl: FE80::6:2900:EDC:217C-32810
Rmt: FE80::6:2900:ADC:217C-33438
0 2 46 2002/02/12 19:52:44 105 2002/02/12 19:55:51 ICMPv6  Lcl: FE80::6:2900:EDC:217C-0
Rmt: FE80::202:55FF:FE64:2DE7-0
0 1 117 2002/02/12 19:56:29 117 2002/02/12 19:56:29 ICMPv6 Lcl: FE80::6:2900:EDC:217C-0
Rmt: FE80::206:2AFF:FE66:C800-0
2 3 76 2002/02/12 19:54:02 94 2002/02/12 19:55:09 ICMPv6  Lcl: FE80::6:2900:EDC:217C-0
Rmt: FE80::206:2AFF:FE71:4400-0
0 9 56 2002/02/12 19:53:17 66 2002/02/12 19:53:31 ICMPv6  Lcl: FE80::6:2900:EDC:217C-0
Rmt: FFO2::1:FFDC:217C-0
2 0 45 2002/02/12 19:52:44 104 2002/02/12 19:55:51 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FE80::202:55FF:FE64:2DE7-0
1 0 116 2002/02/12 19:56:29 116 2002/02/12 19:56:29 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FE80::206:2AFF:FE66:C800-0
1 0 93 2002/02/12 19:55:09 93 2002/02/12 19:55:09 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FE80::206:2AFF:FE71:4400-0
1 1 101 2002/02/12 19:55:46 102 2002/02/12 19:55:46 TCP Lcl: FEC9:C2D4::6:2900:EDC:217C-1027
Rmt: FEC9:C2D4::9:67:115:17-21
0 1 40 2002/02/12 19:52:39 40 2002/02/12 19:52:39 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4::9:67:115:17-33435
0 1 44 2002/02/12 19:52:39 44 2002/02/12 19:52:39 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4::9:67:115:17-33436
0 1 47 2002/02/12 19:52:44 47 2002/02/12 19:52:44 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4::9:67:115:17-33437
3 0 42 2002/02/12 19:52:39 48 2002/02/12 19:52:44 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FEC9:C2D4::9:67:115:17-0
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2 1 110
1 1 99
0 1 88
0 1 92
0 1 95
3 0 90
0 1 74
0 1 75
0 1 78
0 1 81
0 1 82
0 1 41
0 1 111
0 1 89
0 1 49
0 1 51
0 1 53
3 0 50
[] 55 session(s)

2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12

found

19:56:24 113 2002/02/12 19:56:24 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FEC9:C2D4::206:2AFF:FE66:C800-0

19:55:20 100 2002/02/12 19:55:20 TCP Lcl: FEC9:C2D4::6:2900:EDC:217C-1026
Rmt: FEC9:C2D4::206:2AFF:FE71:4400-21
19:55:04 88 2002/02/12 19:55:04 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4::206:2AFF:FE71:4400-33435
19:55:04 92 2002/02/12 19:55:04 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4::206:2AFF:FE71:4400-33436
19:55:09 95 2002/02/12 19:55:09 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4::206:2AFF:FE71:4400-33437
19:55:04 96 2002/02/12 19:55:09 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0

Rmt: FEC9:C2D4::206:2AFF:FE71:4400-0

19:53:57 74 2002/02/12 19:53:57 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4:1::9:67:114:44-33435
19:54:02 75 2002/02/12 19:54:02 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4:1::9:67:114:44-33436
19:54:07 78 2002/02/12 19:54:07 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4:1::9:67:114:44-33437
19:54:12 81 2002/02/12 19:54:12 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4:1::9:67:114:44-33438
19:54:17 82 2002/02/12 19:54:17 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4:1::9:67:114:44-33439
19:52:39 41 2002/02/12 19:52:39 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0

Rmt: FFO2::1:FF15:17-0

19:56:24 111 2002/02/12 19:56:24 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FFO2::1:FF66:C800-0

19:55:04 89 2002/02/12 19:55:04 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FFO2::1:FF71:4400-0

19:52:58 49 2002/02/12 19:52:58 UDP Lcl: FEC9:C2D4::9:67:115:5-32810
Rmt: FEC9:C2D4::9:67:115:5-33435
19:52:58 51 2002/02/12 19:52:58 UDP Lcl: FEC9:C2D4::9:67:115:5-32810
Rmt: FEC9:C2D4::9:67:115:5-33436
19:52:58 53 2002/02/12 19:52:58 UDP Lcl: FEC9:C2D4::9:67:115:5-32810
Rmt: FEC9:C2D4::9:67:115:5-33437
19:52:58 54 2002/02/12 19:52:58 ICMPv6  Lcl: FEC9:C2D4::9:67:115:5-0
Rmt: FEC9:C2D4::9:67:115:5-0

10 123 records processed for this report

J8§ Recording ended at

2002/02/12 19:57:45.836155

Recording started at 2002/02/12 19:49:42.788207

The duration was

00:08:03.047947

12 304 is the maximum packet data length
Ik 16384 bytes of storage used to create this report
123 requests for 14992 bytes of storage were made

The standard statistics shown with all executions of the SYSTCPDA packet
trace formatter.

Ctrace records processed
The total number of Ctrace records given to the SYSTCPDA packet trace
formatter by IPCS.

segmented trace records read
The total number of packets that spanned multiple Ctrace records.

segmented trace records were lost
The total number of segmented packets records that could not be put back
together.

trace records read
The total number of complete trace records.

records could not be validated
The number of incomplete Ctrace records that could not be used.

records passed filtering
The number of records that were successfully formatted.

packet trace records processed
The number of records that were packet trace records.

data trace records processed
The number of records that were data trace records.
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The totals by record type (Packet trace, X25, and data trace).
The totals by device type for packet trace records.
The totals by Interface or Link Name for packet trace records.

The totals by Protocol number for packet trace records.

The totals by IP Address. Both the destination and source IP addresses are
counted except when they are the same with in a record.

The totals by TCP Port number. Both the destination and source port numbers
are counted except when they are the same within a record.

The totals by UDP port number. Both the destination and source port numbers
are counted except when they are the same within a record.

Restriction: Reports [ through ] are shown only when
STATISTICS(DETAIL) is specified in the OPTIONS string.

The totals by session partner pairs (IP addresses, protocol number, and port
numbers).

The number of records processed for the statistics report.

The time stamp of the first record in the input file, the time stamp of the last
record in the input, and the duration from the first to last record.

Tip: Records that have been abbreviated are not shown in this example. The
number of records that were abbreviated and the maximum abbreviated size
are shown. Also, the number and maximum size of the records that were not
abbreviated are shown.

The size of the largest packet found in the input file.

The number of records processed for the statistics report, the number of 1KB
blocks of storage required for this report, the number of storage requests, and
the total amount of storage required for the requests.

The report by Jobname for data trace records is not shown. Each category of
totals is broken down by:

* The total number of records

* The total number of inbound records

* The total amount of inbound data

* The total number of outbound records

* The total amount of outbound data

* The record number of the first record

* The time stamp of the first record

e The record number of the last record
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¢ The time stamp of the last record
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STREAM:

Purpose: Sometimes messages span multiple packets. TELNET and DNS are
examples. The STREAM report (with the DUMP or FORMAT keywords) capture
the entire stream of data.

Format:
CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((STREAM DUMP ASCII))

Examples:

Streams Report

60 Streams found
23600 bytes of storage for the session report was allocated
1146880 bytes of storage for buffers was allocated

H Session: FEC9:C2D4::206:2AFF:FE71:4400-0 FEC9:C2D4::6:2900:EDC:217C-0 ICMPV6
From: 2002/02/12 19:55:04.615118 to: 2002/02/12 19:55:09.636234
3 packets found
Stream buffer at 0A818000 for 20480 bytes. 144 bytes were used
3 packets moved for 144 bytes
I - Inbound packet
0 - Outbound packet

D Rcd # Time Delta Seq # Position Length End_Pos

I 90 19:55:04.615118 00:00:00.000000 0 0 24 24

000000 FEC9C2D4 00000000 02062AFF FE714400 02010006 2A714400 [oeeneennn. *..qD..... *qD. |
I 91 19:55:04.631206 00:00:00.016087 24 24 60 84

000000 60000000 00141101 T
000020 FEC9C2D4 00000000 00062900 OEDC217C FEC9C2D4 00000000 02062AFF FE714400 |.......... ) I N *..qD.
000040 802A829B 0014A3B6 01010000 3C697318 00095CAB R TR <is.....

After all the records have processed, the number of streams and the amount of
storage required for the report and buffers are shown.

Each session is identified by the IP addresses, port number, and protocol. The
time stamps of the first and last packet are shown along with the number of
packets, the address, and size of the stream buffer.

When a stream is dumped, each packet and the data from the packet is shown.
If there are gaps in the stream, the number of bytes skipped is displayed. The
data about each packet formatted are:

D The direction of the packet: I for inbound and O for outbound.

Red #
The record number.
Time
The time stamp of the record.
Delta
The time from the first record of the stream.
Seq #
The sequence number of the TCP packet. For other packets it is the relative
offset of the packet from the first packet.

Position
The relative offset of the packet.
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Length
The number of bytes in the packet.

End_Pos
The ending sequence number.
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Formatting packet trace using a batch job
A Packet Trace can also be formatted through the use of a batch job. The following
is an example of JCL for a batch job:

//jobname DD (accounting),pgmname,CLASS=A,MSGCLASS=A
//DUMP EXEC PGM=IKJEFTO1

//STEPLIB DD DISP=SHR,DSN=h1q.MIGLIB

//SYSPRINT DD SYSOUT=*

//SYSUDUMP DD SYSOUT=*

//SYSTSPRT DD SYSOUT=*

//PRINTER DD SYSOUT=*

//SYSPROC DD DISP=SHR,DSN=SYS1.CLIST

// DD DISP=SHR,DSN=SYS1.SBLSCLIO
//IPCSPARM DD DISP=SHR,DSN=SYS1.PARMLIB

// DD DISP=SHR,DSN=CPAC.PARMLIB

// DD DISP=SHR,DSN=SYS1.IBM.PARMLIB

//IPCSPRNT DD SYSOUT=*
//IPCSTOC DD SYSOUT=*
//IPCSDDIR DD DISP=SHR,DSN=userid.IPCS.DMPDIR
//SYSTSIN DD =

IPCS NOPARM

SETDEF DA('ctrace.dataset')

CTRACE COMP(SYSTCPDA) OPTIONS((systcpda_options_string))
END
/*

Data trace (SYSTCPDA) for TCP/IP stacks
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Use the DATTRACE command to trace socket data (transforms) into and out of the
physical file structure (PFS). DATTRACE operates with the following APIs:

* REXX

* C-sockets

* IMS

* CICS

¢ Native z/OS UNIX
* Macro

e CALL Instruction

Refer to the [z/OS Communications Server: IP System Administrator’s Commands| for
information about the format of the data trace command (VARY DATTRACE).

Starting data trace

You can start data trace for all job names using the VARY command:
V TCPIP,tcpprocname ,DAT

Tips:
* To use any VARY command, the user must be authorized in RACEF. This replaces
the old OBEY list authorization.

* Each user’s RACF profile must have access for a resource of the form
MVS.VARY.TCPIP.xxx, where xxx is the first eight characters of the command
name. For data trace, this would be MVS.VARY.TCPIP.DATTRACE.

* Traces are placed in an internal buffer, which can then be written out using an
external writer. The MVS TRACE command must also be issued for component
SYSTCPDA to activate the data trace.
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Displaying data traces

You can use the NETSTAT or onetstat command to display data traces.
shows a data trace for a single entry.

onetstat -p TCPCS -f

Data Trace Setting:

JobName: =* TrRecCnt: 00000006 Length: FULL
IpAddr: = SubNet: =*

Figure 21. Data trace: Single entry

shows a data trace for multiple entries.

netstat -p TCPCS -f

Data Trace Setting:

JobName: MEGA4 TrRecCnt: 00000000 Length: FULL
IpAddr: 127.0.0.3 SubNet: =*
JobName: =* TrRecCnt: 00000000 Length: FULL
IpAddr: 127.0.0.9 SubNet: =*

Figure 22. Data trace with multiple entries

Formatting data traces using IPCS

Data trace records are written to the same CTRACE component as packet trace
records (SYSTCPDA). Thus, all the IPCS formatting features for packet trace are
also available for data trace. You can use the ENTIDLIST parameter to isolate data
trace records and packet trace records from each other. See [‘Formatting packet]
ltraces using IPCS” on page 95|for more information.

Intrusion Detection Services trace (SYSTCPIS)

When starting the TCP stack, the stack reads the CTIIDS00 parmlib member to
determine the size to reserve for the SYSTCPIS Ctrace. You can override this
default by starting TCP/IP with the PARM option and the keyword IDS=xx, where
xx is the suffix of the CTIIDSxx PARMLIB member. In the following example, the
trace searches for PARMLIB member CTIIDSA3.

S tcpiproc,PARM="1IDS=A3"

If the parmlib member is not found or the member contains data that is not valid,
the following message is displayed.

EZ742101 CTRACE DEFINE FAILED FOR CTIIDSOO

If the EZZ42101 message indicates the parmlib member name CTIIDS00, the IDS
CTrace space is set up using the default BUFSIZE of 32M.

The CTIIDS00 member is used to specify the IDS CTrace parameters. To eliminate
this message, ensure that a CTIIDS00 member exists within Parmlib and that the
options are correctly specified. A sample CTIIDS00 member is shipped with z/OS
Communications Server.

Packets are traced based on IDS policy defined in LDAP. Refer to Intrusion
Detection Services in the |z/OS Communications Server: IP Configuration Guidd for
information on defining policy.
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See [Chapter 29, “Diagnosing intrusion detection problems,” on page 679| for
additional information about diagnosing policy problems.

/********************************************************************/

/* */
/* IBM Communications Server for z/0S */
/* SMP/E Distribution Name: CTIIDSO0 */
/* */
/* MEMBER: CTIIDS00 */
/* */
/* */
/* Copyright: x/
/* Licensed Materials - Property of IBM */
/* 5694-A01 */
/* (C) Copyright IBM Corp. 2001, 2003 */
/* */
/* */
/* Status: CSV1R5 */
/* */
/* */
/* DESCRIPTION = This parmlib member causes IDS component trace */
/* for the TCP/IP product to be initialized with a x/
/* trace buffer size of 32M. */
/* */
/* This parmlib members only lists those TRACEOPTS =/
/* value specific to TCP/IP. For a complete Tist */
/* of TRACEOPTS keywords and their values see */
/* z/0S MVS INITIALIZATION AND TUNING REFERENCE. */
/* */
/* $MAC(CTIIDSO0) PROD(TCPIP): Component Trace SYS1.PARMLIB member */
/* */
/* */
/********************************************************************/
TRACEOPTS

J* = e e */
/*  ON OR OFF: PICK 1 */
L L S */

ON
/* OFF */
S S S SRS SRS */
/*  BUFSIZE: A VALUE IN RANGE 16M TO 256M */
[ % = e e */
BUFSIZE (32M)
/% WTR(wtr_procedure) WRAP|NOWRAP */

Figure 23. SYS1.PARMLIB member CTIIDS00

Restrictions

For IDS trace records the COMP keyword must be SYSTCPIS. Because there are no
EXCEPTION records for IDS trace, the EXCEPTION keyword must not be
specified.

CTRACE keywords on SYSTCPIS
The following describes those CTRACE keywords that affect SYSTCPIS processing.

ENTIDLIST
Use the ENTIDLIST keyword to select trace records with a specific Probeld.

JOBLIST, JOBNAME
Use the JOBLIST and JOBNAME keywords to select trace records with a
matching job name. Also, use the JOBNAME keyword in the OPTIONS list to
select records.
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ASIDLIST
Use the ASIDLIST to select trace records with a matching Asid.

GMT
The time stamps are converted to GMT time.

LOCAL
The time stamps are converted to LOCAL time.

SHORT
If the OPTIONS keyword does not specify any reports, format the trace
records. Equivalent to the FORMAT option.

FULL
If the OPTIONS keyword does not specify any reports, format and dump the
trace records. Equivalent to the FORMAT and DUMP options.

SUMMARY
If the OPTIONS keyword does not specify any reports, create a one line
summary for each trace record. Equivalent to the SUMMARY option.

TALLY
If the OPTIONS keyword does not specify any reports, then count the trace
records. Equivalent to the STATISTICS option.

START and STOP
These keywords limit the trace records seen by the packet trace formatter. The
START keyword determines the time when records are seen by the packet trace
report formatter. The STOP keyword determines the time when records are no
longer seen by the packet trace report formatter.

Rule: CTRACE always uses the time the trace record was moved to the buffer
for START and STOP times.

LIMIT
Determines the number of records that the packet trace formatter is allowed to
process. See the RECORDS keyword value in OPTIONS.

USEREXIT
The CTRACE USEREXIT is not called because the packet trace formatter tells
CTRACE to skip all the records. Therefore, the packet trace formatter calls the
CTRACE USEREXIT before testing the records with the filtering criteria. If it
returns a nonzero return code, the record is skipped. The USEREXIT can also
be used in the OPTIONS keyword. It is called after the record has met all the
filtering criteria in the OPTIONS keyword. The OPTIONS keyword provides a
means of entering additional keywords for record selection and formatting.

SYSTCPIS OPTIONS
The syntax for the OPTIONS component routine parameters is:

OPTIONS component:

»—0PTIONS—((—| Data Selection |—| Report Generation |—)) ><

Data Selection:

|—-| Device Type i IP Identifier i Name i Port Number i >
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> Protocol 1 Record Number 1 Record Identifiers 1 Record Type |—|

Device Type:

—DEVTYPE—(—"—devtype——) |

IP Identifier:

|—ADDR—(—"—| IP Address |——)—BROADCAST—CLASSA—CLASSB—CLASSC—CLASSD—>

>—CLASSE—HOST—IPADDR—(—‘—| IP Address |——)—IPID—(—ip_id_numberl)—>

»— 00PBACK—QOS— (—Y—quality of service——) |

IP Address:

f——ddd. ddd. ddd. ddd C ] I
/mmm . mmm . mimm . mmm— -port
/nn

—X’hhhhhhhh’

Name:

F—LINKNAME—(— Zinkname——)—[JOBLIST—( Y_jobname ) | |
JOBNAME

Port Number:

| [B00TP >
DHCP L 67 68 J
(—[port_number—l—[port_numberJ—)
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DNS J FINGER >
DOMAIN \\ 53 J \\ 79 J
(—[port_number]—) (—[port_number‘]—)
»—FTP >

0 21 J
L(—[por‘t_number—l—[por‘t_numberJ—)

»—GOPHER NTP

v

70 J L 123 J
L(—[por‘c_number]—) (—[por _number]—)
>—|:HTTPJ IKE >
WWW L 80 J L 3860 J
(J:port_n umber]—) (—[port_n umber]—)
»—PORT—(——port_number ) |_RI p ] >
ROUTER L 520——\_ J
(—[port_n umber: )
»—RPC L SMTP >
111 J L 25 J
(—[port_number]—) (—[port_n umber‘]—)
»—SNMP >
161 162 J
L(J:port_n umber—l—[port_numberJ—)
»—TELNET L J >
3 0
(—[port_number—l—[fcreen_wi dth | )
i:SUMMARj
DETAIL
»-TFTP L TIME |
f9——— J L 37— J
(—[port_number ) (—[por‘t_number )
Protocol:
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|—GRE—ICMP—IGMP—OSPFI—PROTOCOL(Lprotocol_numberi)—TCP—UDP—|

Record Number:

[—RECORDS (Lrecord_numberi) |

Record Identifiers:

v

F—CID(——communication identifieri)

»—CORRELATOR(——correlator ident ifieri)—GROUP (——group ident ifieri)—b

»—INSTANCE (——instance numberi)—PROBEID (—~—probe idl) >

»—TYPE(—probe type—-) |

Record Type:

|—F LAGS— (—ABBREV—ACK—DATA—DF—FIC—F IN—FULL—HOME—IN—IPO >

»—L IC—MIC—0IC—0UT—PING—PSH—RSM—RS T—SEG—SYN—TCPO—TOS

\/

»—TUNNEL—URG—ZWIN—)—USEREXIT (exitname) I

Report Generation:

BOTH—— |
EBCDIC——BASIC—CLEANUP DEBUG (——nn——) >

ASCIT— L 500 J
HEX—— (—Ennnm_—l—)
200
»—DELAYACK ( nnnn_—l—) —DUMP \\ EXPORT >
65535 J \\ SUMMARY J
(—[nnnnn]—) (—EDETAI L——I—)
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125 150
FMT FULL—GAIN(J:rtgamJ— J:vargam ) ——

FORMAT—| L DETAIL J
SUMMARY_—l—)

NOREASSEMBLY SEGMENT
»-NOT—OPTION REASSEMBLY | |_!\'OSEGMEI\I'I'_—I—>

32767 SUMMARY J
L( |_nnnnn—| I_DETAIL—| )

v

»—SESSION

SNIFFER
L DETAIL J L 200 ETHERNET J
({SUMMA} nnnﬂ—ETCPDUMP
STATE TOKENRING

»—SPEED (Il ocal J— J:r‘emote

v

STATISTICS
STATS— L SUMMARY J
DETAI L——I—)

TALLY

»—STREAMS

SUMMARY—TOD I
128 SUMMARY J
| _Ci— i

OPTIONS Keywords

The following are keywords used for the OPTIONS component routine parameters.

ASCII
Dump trace record data with ASCII translation only. The default is BOTH.

BASIC
For specific packet types dump each element of the packet. Applies to DNS,
RIP, and SNMP packet data.

BOOTP[(port_number|67; port number | 68)]
Select BOOTP protocol packets. The port_number defines the BOOTP port
numbers to select trace records for formatting. Equivalent to PORT(67 68).

BOTH
Dump trace record data with both ASCII and EBCDIC translations. This is the
default.

BROADCAST
Select trace records with a broadcast IP address. Equivalent to
IPADDR(255.255.255.255/255.255.255.255).

CID
A connection identifier. Up to 16 identifiers can be specified. The CID values
can be entered in either decimal (such as CID(182)) or hexadecimal (such as
CID(X'0006CE7E")), but are displayed in hexadecimal. This is the same value
that appears in the NETSTAT connections display.
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CLASSA
Select trace records with a class A IP address. Equivalent to
IPADDR(0.0.0.0/128.0.0.0).

CLASSB
Select trace records with a class B IP address. Equivalent to
IPADDR(128.0.0.0/192.0.0.0).

CLASSC
Select trace records with a class C IP address. Equivalent to
IPADDR(192.0.0.0/224.0.0.0).

CLASSD
Select trace records with a class D IP address. Equivalent to
IPADDR(224.0.0.0/240.0.0.0).

CLASSE
Select trace records with a class E IP address. Equivalent to
IPADDR(240.0.0.0/248.0.0.0).

CLEANUP(nnnnn | 500)
Defines a record interval where saved packet information in storage is released.
The minimum value is 500 records. The maximum value is 1 048 576 records;
the default is 500 records. If you set the record interval to 0, cleanup does not
occur.

DATASIZE(data_size | 0)
Selects packets that contain more protocol data than the data_size value. The
minimum value is 0. The maximum value is 65535. The data size is determined

from amount of packet data available minus the size of any protocol headers.
Equivalent to FLAGS(DATA).

CORRELATOR
Select trace records with one of the matching correlator identifiers. Up to 16
identifiers can be specified. Each identifier in the list can be a range:
low_number:high_number. Values can be decimal (nnnnnnnnnn) or
hexadecimal (X’hhhhhhhh’). This filter associates packets in the trace with an
IDS event message in syslogd or the system console.

DEBUG(debug_level_list)
Provide documentation about SYSTCPIS format processing. debug_level_list is
a list of numbers from 1 to 64. Use only under the direction of an IBM Service
representative.

DELAYACK(threshold 1 200)
The delay acknowledgement threshold in milliseconds used in the calculation
of round-trip time in the TCP session report. The minimum value is 10
milliseconds; the maximum value is 1000 milliseconds; the default value is 200
milliseconds.

DEVTYPE(device_type_list)
Select packets written to or received from an interface with one of the specified
device types. From 1 to 16 types can be specified. This does not apply to data
trace records. The following types can be specified:

« ATM

« CDLC

e CLAW

* CTC

« ETHERS8023
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« ETHERNET

 ETHERORS8023

* FDDI

« HCH

* IBMTR

* IPAQENET

* IPAQENET6

* IPAQIDIO

* IPAQIDIO6

* JPAQTR

* LOOPBACK

+ LOOPBACK®6

* MPCPTP

* MPCPTP6

* OSAFDDI

« OSAENET

* SNALINK

* SNALU62

* VIRTUAL

* VIRTUAL6

* X25NPSI
DHCP[(port_number | 67; port_number | 68)]

Select DHCP protocol packets. The port_number defines the DHCP port
numbers to select trace records for formatting. Equivalent to PORT(67 68).

DNSI[(port_number | 53)]
Select Domain Namer Service protocol packets. The port_number defines the

DNS port number to select trace records for formatting. Equivalent to
PORT(53).

DOMAIN[(port_number|53)]
Select Domain Namer Service protocol packets. The port_number defines the
DNS port number to select trace records for formatting. Equivalent to
PORT(53).

DUMP|[(nnnnnnnn | 65535)]
Dump the selected packets in hexadecimal with EBCDIC and ASCII
translations. The IP and protocol headers are dumped separately from the
packet data. The value nnnnnnnn is the maximum amount of packet data to be
dumped from each packet. The default value is 65535 bytes; the minimum
value is 0; the maximum value is 65535. The IP and protocol headers are not
subject to this maximum. The default report options are DUMP and FORMAT.
The BOTH, ASCII, EBCDIC, and HEX keywords describe how the dumped
packets are translated. The default is BOTH.

EBCDIC
Dump trace record data with EBCDIC translation only. The default is BOTH.

EXPORT[(DETAIL | SUMMARY)]
The selected packets are written to the EXPORT data set in .CSV (Comma
Separated Value) format. In .CSV format, each character field is surrounded by
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double quotation marks and successive fields are separated by commas. The
file’s first line defines the fields. Each subsequent line is a record containing
the values for each field.

DETAIL
Format the IP header, protocol header, and protocol data as separate lines
of data.

SUMMARY
Format the IP header and protocol header in one line of data. SUMMARY
is the default.

Allocate a file with DDNAME of EXPORT before invoking the CTRACE
command with EXPORT in the OPTIONS string.

ALLOC FILE(EXPORT) DA(PACKET.CSV) SPACE(15 15) TRACK

The record format is variable block with logical record length of 512 bytes.

FINGER[(port_number|79)]
Select FINGER protocol packets. The port_number defines the FINGER port
number to select trace records for formatting. Equivalent to PORT(79).

FLAGS(flags list)
Select packets that have the matching characteristics. Flags that can be
specified are:

ABBREV
Select packets that are abbreviated.

ACK  Select packets that have a TCP header with the ACK flag set.
DATA Selects packets that contain data.

DF Select IPv4 packets that have the do not fragment (ip_df) flag set.
FIC  Select packets that are the first fragment of an IPv4 or IPv6 packet.
FIN  Select packets that have a TCP header with the FIN flag set.

FULL Select packets that are complete.

HOME
Select packets that have an IP destination address equal to the IP
source address.

IN Select packets that are inbound.
IPO  Select packets that have an IPv4 header options field.

IPV4  Select IPv4 packets. IPv4 cannot be used in combination with other
data selectors that are IPv6-specific, such as LINKLOCAL.

IPV6  Select IPv6 packets. IPv6 cannot be used in combination with other
data selectors that are IPv4-specific, such as BROADCAST.

IPV6EXT
Select packets that have an IPv6 extension header.

LIC  Select packets that are the last fragment of an IPv4 or IPv6 packet.
MIC  Select packets that are the middle fragment of an IPv4 or IPv6 packet.
OIC  Select IPv4 or IPv6 packets that are not fragmented.

OUT  Select packets that are outbound.

PING Select packets that are ICMP/ICMPv6 echo request and echo reply.
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PSH  Select packets that have a TCP header with the PSH flag set.
RSM  Select packets that have been reassembled.

RST  Select packets that have a TCP header with the RST flag set.
SEG  Select packets that have been segmented.

SYN  Select packets that have a TCP header with the SYN flag set.
TCPO Select packets that have a TCP header options field.

TOS  Select IPv4 packets that have a nonzero value in the ip_tos field.

TUNNEL
Select packets with protocol number 47 GRE or 41 (IPv6 over IPv4).
z/0S Communications Server currently does not support IPv6 over
IPv4 (protocol number 41).

URG  Select packets that have a TCP header with the URG flag set.
ZWIN Select packets that have a TCP header with a zero window value.

Notes:

1. The use of the FIC, MIC and LIC flags require the use of the
NOREASSEMBLY option.

2. When a packet is reassembled, then it becomes an OIC packet with the
RSM flag set.

FMT
Equivalent to FORMAT.

FORMATI[(DETAIL | SUMMARY)]
The selected packets with defined packet data are to be formatted. The SHORT
keyword on the CTRACE command selects this option if no other report
options are specified. The default report options are DUMP and FORMAT.

DETAIL
Format the IP header, protocol header, and the protocol data. This is the
default.

SUMMARY
Format the IP header and protocol header. DETAIL is the default.

FTP[(port_number|20; port_ number|21)]
Select FTP protocol packets. The port_number defines the FTP port numbers to
select trace records for formatting. Equivalent to PORT(20,21).

FULL
Equivalent to DUMP and FORMAT. The FULL keyword on the CTRACE
command selects this option if no other report options are specified.

GAIN(rtgain | 125,vargain | 250)
Used in the calculation of round-trip time in the TCP session report. The time
is expressed in milliseconds. The minimum value is 0 milliseconds; the
maximum value is 1000 milliseconds.

rtgain The round trip gain value. The default value is 125 milliseconds.

vargain
The variance gain value. The default value is 250 milliseconds.
GOPHER[(port_number | 70)]

Select GOPHER protocol packets. The port_number defines the GOPHER port
numbers to select trace records for formatting. Equivalent to PORT(70).

Chapter 5. TCP/IP services traces and IPCS support 153



154

GRE
Select trace records with a protocol number of 47. Equivalent to
PROTOCOL(47).

GROUP
Select trace records with one of the matching group identifiers. The following
group identifiers can be specified:

 TCPTR
 UDPTR
* SCAN
ATTACK

HEX
Trace record data is not dumped with ASCII or EBCDIC translation. The
default is BOTH.

HOST
Select trace records with a host IP address. Equivalent to IPADDR(0.0.0.0/
255.255.0.0).

HTTP[(port_number80)]
Select HTTP protocol packets. The port_number defines the HTTP port

numbers to select trace records for formatting. Equivalent to PORT(80). See
WWW on

ICMP
Select trace records with a protocol number of 1. Equivalent to PROTOCOL(1).

IGMP
Select trace records with a protocol number of 2. Equivalent to PROTOCOL(2).

INSTANCE
Select trace records with one of the matching instance identifiers. The
identifiers can be in decimal (nnnnn) or hexadecimal (x’hhhhhhhh’). The
instance identifier is the lower 2 bytes of the PROBEID. Up to 16 identifiers
can be specified.

IPADDR (ipaddr[/subnet_mask] | X’hhhhhhhh’[]-nnnnn.[)
Select packets with a matching IP address, optional subnet mask and optional
port number. Up to 16 IP addresses can be specified. The IPADDR is specified
in three parts:

1. An IP address
The address can be in dotted decimal notation, a keyword, or a hex value.
* Dotted decimal notation
127.0.0.1
* A keyword

A A class A address, 0.0.0.0/128.0.0.0

A class B address, 128.0.0.0/192.0.0.0

A class C address, 192.0.0.0/224.0.0.0

A class D address, 224.0.0.0/240.0.0.0

A class E address, 240.0.0.0/248.0.0.0

A local host address, 0.0.0.0/0.0.255.255

A loopback address, 127.0.0.0/255.0.0.0

M The broadcast address, 255.255.255.255/255.255.255.255

- g N =W
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* Any address, 0.0.0.0/0.0.0.0

0 An address of zero, 0.0.0.0/255.255.255.255
* Hexadecimal notation
X'7f000001"
2. A submask

The submask is preceded by a slash(/). Specify a submask only when the
IP address is in dotted decimal notation. The mask can be in dotted
decimal notation or as a shift value. The subnet shift value is a number less
than or equal to 32. Example: 9\8 or 9.37\16

3. A port number

The port number is preceded by a dash (—). It is a decimal number in the
range 0-65535.

Notes:

1. There should be no spaces between the IP addresses and the subnet masks.

2. The BROADCAST, CLASSA, CLASSB, CLASSC, CLASSD, CLASSE, HOST,
and LOOPBACK keywords add to the total of 16 IP addresses.

3. The port number, when used, adds to the total of 16 port numbers in the
PORT keyword.

IKE
Select ISAKMP protocol packets. Equivalent to PORT(500 4500).

IPID(ipid_number_list)
Select packets that match the ip_id number in the IP packet header. Up to 16
ID numbers can be specified in the range 0-65535. Each entry in the list can be
a range: low_number:high_number. Values can be decimal (nnnnn) or
hexadecimal (x’hhhh’). If the packets have been fragmented, specify
NOREASSEMBLY to select each packet.

JOBLIST | JOBNAME(job_name_list)
Select data trace records with the specified JOBNAME. Up to 16 job names can
be specified. Each job name can be up to 8 characters in length. If the last
character of a job name is an asterisk (*) then only the characters up to the
asterisk are compared.

The CTRACE JOBLIST/JOBNAME parameter provides the same function,
except that wildcards are not supported.

LINKNAME(ink_name_list)
Select packet trace records with the specified LINKNAME. Up to 16 link names
can be specified. Each link name can be up to 16 characters in length. If the
last character of a link name is an asterisk (*) then only the characters up to the
asterisk are compared.

LOOPBACK
Select trace records with a loop back address. Equivalent to
IPADDR(127.0.0.0/255.0.0.0).

NOREASSEMBLY
Do not reassemble fragmented IP packets into a complete packet. This is the
default.

NOSEGMENT
Packet trace records that span multiple Ctrace records are not recombined.
Only the first segment record of a packet is used. The rest of the segment
records are discarded. SEGMENT is the default.
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NOT
If the NOT option is selected then any selection criteria is reversed. If a record
matches the selection criteria, it is not processed. If a record does not match the

selection criteria, it is processed. If no selection criteria were found in the
OPTIONS(( )) keyword then the NOT option has no effect.

NTP[(port_number |123)]
Select NTP protocol packets. The port number defines the NTP port number to
select packets for formatting. Equivalent to PORT(123).

OPTION
The selected options with defaults are listed.

OSPFI
Select packets with a protocol number of 89. Equivalent to PROTOCOL(89).

PORT(port_number_list)
Select trace records with one of the specified port numbers. Up to 16 port
numbers can be specified in the range 0-65535. The following keywords add to
the total number of ports:

*« BOOTP
 DHCP
* DNS
* DOMAIN
* FINGER
* GOPHER
 HTTP
* RIP
* ROUTER
 RPC
* SMTP
* SNMP
 TELNET
» TFTP
* TIME
- WWW
PROBEID
Select trace records with one of the matching probe identifiers. The identifiers
can be expressed in decimal (nnnnn) or hexadecimal (x’hhhhhhhh’). Up to 16
identifiers can be specified. You can also specify the probe identifiers on the
ENTIDLIST keyword of the CTRACE subcommand. Refer to the

(Communications Server: IP and SNA Codes| for additional information about
probe identifiers.

PROTOCOL(protocol number list)
Select trace records with one of the specified protocol numbers. Up to 16
protocol numbers can be specified in the range 0-255. Each entry in the list can
be a range: Tow_number:high_number. Values can be decimal (nnn) or
hexadecimal (X'hh’). The following keywords add to the total number of
protocols:

- ICMP
* IGMP
* OSPFI
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SESSION
* TRANSIT
* TCP
e UDP

QOS(quality_of_service_list)
Select the records with the matching quality of service from the ip_tos field.
Up to 16 QOS values can be specified in the range 0-7. Each entry in the list
can be a range: Tow_number:high_number. Values can be decimal (n) or
hexadecimal (X'h").

REASSEMBLY|(packet_size | 65535)]
Reassemble IP fragments into a complete packet. packet_size is the maximum
size of a reassembled packet that is allowed. The smallest value allowed is 576
bytes, the largest is 65535 bytes. The default value is 65535 bytes.
NOREASSEMBLY is the default.

RECORDS(record_number_list)
Select the records with the matching record numbers in the trace data. Up to
sixteen (16) record numbers can be specified. Record numbers are assigned
after any IPCS CTRACE selection criteria have been met. Each entry in the list
can be a range: Tow_number:high_number. Values can be decimal (nnnnnnnnnn)
or hexadecimal (X"hhhhhhhh").

RIP[(port_number | 520)]
Select RIP protocol packets. The port_number defines the RIP port number to
select trace records for formatting. Equivalent to PORT(520).

ROUTER[(port_number[520)]
Select RIP protocol packets. The port_number defines the RIP port number to
select trace records for formatting. Equivalent to PORT(520).

RPC[(port_number|111)]
Select RPC protocol packets. The port_number defines the RPC port number to
select trace records for formatting. Equivalent to PORT(111).

SEGMENT
Packet trace records that span multiple Ctrace records are recombined. Data
from segment records is saved until all the Ctrace records have been read to
re-create the original packet. SEGMENT is the default.

SESSIONI[(DETAIL | STATE | SUMMARY)]
Generate a report showing TCP or UDP session traffic.

DETAIL
List each of the packets for a session, and the summary statistics.
DETAIL is the default.

STATE
List the beginning and ending state of each session.

SUMMARY
Show only the summary statistics.

Guideline: The UDP session analysis is also used for other protocols.

SMTP[(port_number | 25)]
Select SMTP protocol packets. The port_number defines the SMTP port
number to select trace records for formatting. Equivalent to PORT(25).
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SNIFFER[(nnnnn 1200, ETHERNET | TCPDUMP | TOKENRING)]
Writes the trace records in a format acceptable for downloading to other trace
analysis programs, such as Network Associates” Sniffer Network Analyzer or
programs from |http://www.tcpdump}

nnnnn
The maximum size of trace data. Packets with more data than this value
are truncated. The default is 200 bytes. The largest value is derived from
the LRECL of the SNIFFER data set.

ETHERNET
If this keyword is specified, the output is formatted for the Ethernet
analysis application of the analyzer. This keyword specifies the file format
only and does not imply that only packets traced on an Ethernet are
collected. Packets from all devices can be collected using this option.

The default for the SNIFFER option is ETHERNET.

TCPDUMP
The format is compatible with the [http:/ /www.tcpdump| files with an
Ethernet header.

TOKENRING
If this keyword is specified, the output is formatted for the token-ring
analysis application of the analyzer. This keyword specifies the file format
only and does not imply that only packets traced on a token ring are
collected. Packets from all devices can be collected using this option.

The trace records are written to the file with a DD name of SNIFFER. After the
file is generated, it can be downloaded as a binary file to the analyzer and
loaded using the standard features of the analyzer. Use NOREASSEMBLY to
prevent the formatter from reassembling packets. Then, each packet is passed
as the packets as they are collected. The logical record length of the SNIFFER
data set determines the largest amount of packet data written to the data set.

Allocate a file with DDNAME of SNIFFER before invoking the CTRACE
command with SNIFFER in the OPTIONS string as follows:

ALLOC FILE(SNIFFER) DA(PACKET.TRC) SPACE(15 15) TRACK +
LRECL (8000) BLKSIZE(32000)

The data set has a record format of variable blocked with a logical record
length of 8000 bytes. The maximum IP packet size is 7954 (8000 - 46) for
SNIFFER(TOKENRING) and the maximum packet size is 7962 (8000 - 38) for
SNIFFER(ETHERNET).

The minimum logical record length of the data set is 256 bytes.

SNMP[(port_ number|161 port_ number|162)]
Select SNMP protocol packets. The port_number defines the SNMP port
number to select trace records for formatting. Equivalent to PORT(161 162).

SPEED(local | 10,remote | 10)
The link speed, in megabits per second, for the local and remote link. These
values are used in throughput calculations in the TCP session report. Valid
values are in the range 0-17171. The default value is 10. Specify the slowest
speed of the link in the route.

STATISTICS[(DETAIL | SUMMARY)]
After all the records have been processed, generate a report showing the
number of records selected by record type, Device type, Jobname, Linkname,
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Protocol number, IP address, and port numbers. TALLY on the CTRACE
command selects this option if no other report options are specified.

STATS
Equivalent to the STATISTICS option.

STREAMS|[(nnn 128)]
Collect the packet data for dumping or formatting after the trace file has been
processed. nnn is the maximum amount of storage used to capture each
stream. The smallest value is 16KB. The largest value is 512KB. The default
value is 128KB. The value is in 1024 bytes (1K) units.

SUMMARY
Format a single line for each trace record. SUMMARY on the CTRACE
command selects this option if no other report options are specified.

TALLY
Equivalent to the STATISTICS option.

TCP
Select trace records with a protocol number of 6. Equivalent to PROTOCOL(6).

TELNET[(port_number|23 [screen_width |80] [SUMMARY | DETAIL] ) ]
Select TELNET protocol packets. The port_number defines the TELNET port
number to select packets for formatting. Equivalent to PORT(23).

The screen_width parameter defines the value used for converting buffer
offsets into row and column values for the 3270 data stream formatting. If the
screen_width parameter is provided, then the port_number parameter must
also be used. The minimum value is 80. The maximum value is 255. The
default value is 80.

SUMMARY formats the 3270 data stream into a representation of the screen.
DETAIL formats each 3270 command and order.
There is no default for DETAIL or SUMMARY.

TFTP[(port_number|69)]
Select TFTP protocol packets. The port_number defines the TFTP port number
to select trace records for formatting. Equivalent to PORT(69).

TIME[(port_number|37)]
Select TIME protocol packets. The port_number defines the TIME port number
to select trace records for formatting. Equivalent to PORT(37).

TOD
Use the time the trace data was captured for the reports. Normally the time the
trace data was moved to the trace buffer is shown. The CTRACE command
uses the time stamp when the trace data was moved to the buffers for START
and STOP time selection.

TYpE(probe type identifier)
Select trace records with one of the matching probe type identifiers. The probe
type identifier is the second byte of the probe identifier. Up to 16 identifiers
can be specified. You can use the following probe types:

Identifier
Type

0100
TCPTR
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0200
UDPTR

0301
VSSCAN

0303
NORMSCAN

0401
MALFORMED

0402
RAW

0403
IPFRAGMENT

0404
ICMP

0405
IPOPT

0406
IPPROTO

0407
FLOOD

0408
PREPECHO

UDP
Select trace records with a protocol number of 17. Equivalent to
PROTOCOL(17).

USEREXIT (exitname)
Names the user exit to be called for each selected record. The USEREXIT is
called after the record passes the other filter options. It is passed the same
parameter list as the CTRACE user exit. A nonzero return code indicates the
record is not selected for formatting. The USEREXIT keyword on the CTRACE
command names a user exit that is called before the SYSTCPIS trace record
filtering is done. If this exit routine returns a nonzero return code, then the
record is skipped by the SYSTCPIS formatter.

WWW][(port_number|80)]
Select HTTP protocol packets. The port_number defines the HTTP port
number to select trace records for formatting. Equivalent to PORT(80).

IDS reports

The SYSTCPIS Ctrace formatter is based on the SYSTCPDA formatter (and in fact
shares many of the data structures and format routines) and includes the reports
for the SYSTCPDA formatter. However, the REASSEMBLY, SESSION, and
STREAMS reports might prove of little value for the SYSTCPIS, because they
depend on having a more complete set of packets.

e The STATISTICS report (both SUMMARY and DETAIL) provide an overview of
the data collected.

¢ The SUMMARY report provides one line per IDS event.
* The FORMAT, and DUMP reports format individual packets.
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¢ The EXPORT and SNIFFER options write the packet to an external file for later
analysis.

The following sections describe the various reports available.
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OPTION

Purpose: List the selected options and default keyword values.

Format: The following command was used to obtain the example of this report.

CTRACE COMP(SYSTCPIS) SUB((TCPCS)) DSN('IBMUSER.CTRACE1')
OPTION((OPT SESS FORM))
REPORT

Examples:

COMPONENT TRACE SHORT FORMAT

SYSNAME (MVS118)

COMP (SYSTCPIS)SUBNAME ((TCPCS))

OPTIONS ((OPT SESS FORM))
DSNAME (' IBMUSER.CTRACEL")

E OPTIONS((Both Bootp(67,68) Cleanup(500) DelayAck(200,200) Domain(53)
Finger(79) Flags() Format(Detail) Ftp(20,21) Gain(125,250) Gopher(70)
Limit(999999999) Ntp(123) Option Noreassembly Router(520) Rpc(111) Segment
Session(Detail) Smtp(25) Snmp(161,162) Speed(10,10) Telnet(23) Tftp(69)
Time(37) Userexit() Www(80)

)

The following describes numbered areas of the example.
DSNAME is the name of the source data.

OPTIONS((...)) is a listing of the active options with default values.
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SUMMARY

Purpose: Show one line of information about each record in the trace.

Format: The following command was used to obtain the example of this report.
CTRACE COMP(SYSTCPIS) SUB((TCPCS)) SUMMARY DSN('IBMUSER.CTRACE1')

Examples:
COMPONENT TRACE SUMMARY FORMAT

SYSNAME (MVS118)
COMP(SYSTCPIS)SUBNAME((TCPCS))
DSNAME (' IBMUSER.CTRACEL")

xxkk 2002/11/20
I - Inbound packet

0 - Outbound packet

DP  Nr hh:mm:ss.mmmmmm IpId Group
IT 4521 17:38:32.175560 0000 SCAN

IT 4522 17:38:45.130339 163F SCAN
IT 4523 17:38:45.153474 173F SCAN
IT 4524 17:38:45.170441 183F SCAN
IT 4525 17:38:45.190606 193F SCAN
IT 4526 17:38:45.213117 1A3F SCAN
IT 5671 17:59:32.787165 0B3B ATTACK
IT 5672 17:59:32.806700 0B1A ATTACK
IT 5673 17:59:32.827193 0B1B ATTACK

IT 5674 17:59:32.847730 0B1C ATTACK

Probe Id Corelatr JobName

03030000
03030026
03030026
03030026
03030026
03030026
04070002
04070002
04070002

04070002

10 TCPCS

11 FTPD1

12 FTPD1

13 FTPD1

14 FTPD1

15 FTPD1

277 FTPD1

277 FTPD1

277 FTPD1

277 FTPD1

Cid
00000000

00000020

00000020

00000020

00000020

00000020

00000020

00000020

00000020

00000020

DatLn Data Source/Destination
9.42.105.71
9.42.104.38

12 ICMP

0 TCP

0 TCP

0 TCP

0 TCP

0 TCP

0 TCP

0 TCP

0 TCP

0 TCP

SYSTCPIS Trace Statistics
2,583 ctrace records processed
0 segmented trace records read

0 segmented trace records were lost

2,583 trace records read

0 records could not be validated

2,583 records passed filtering

2,583 packet trace records processed

0 data trace records processed

The following describe areas of the example.

D Direction of the packet:

I Inbound packet

O Outbound packet

P The packet protocol:

W W W WWWWWWWOWWOWOWWOWWOWWOWO OO

.42.
.74.
42
.79.

42,

.2.197.34-46911
.42.104.38-21
.224.157.220-47167
104.
208.
104.
235.
.104.
.107.
.104.
.104.
.160.
104.
.156.214.250-44610
.42.104.38-21
.150.148.96-44866
.42.104.38-21
.48.42.177-45122

38-21
131-47423
38-21
253-47679
38-21
43-47935
38-21
38-21
95-47938
38-21
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T TCP
U UDP
I ICMP
G IGMP
P Other

Nr The Ctrace record number.

hh:mm:ss.mmmmmmm

The time stamp of the record.
Ipld

The packet ID number in hexadecimal.
Group

The group assigned to the trace record. The value can be ATTACK, SCAN,
UDPTR or TCPTR.

Probe Id
The probe identifier assigned to the trace record.

Corelatr
The correlator assigned to the trace record. Use this to correlate the trace data
with console or syslog messages.

JobName
The job name assigned to the trace record.
Cid
The connection identifier assigned to the trace record.

DatLn
The length of the data.

Data
The protocol in the IP header.

Source/Destination
The source and destination IP address and port number.
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FORMAT

Purpose: Format the Ctrace record header, the IP packet header, the protocol

header, and the packet data. If one of the ports is a well-known port number and

the SYSTCPIS supports data for the port number, the packet data is shown.

Format: The following command was used to obtain the example of this report.

CTRACE COMP(SYSTCPIS) SUB((TCPCS)) SHORT DSN('IBMUSER.CTRACEL')
OPTIONS((OPT FORMAT))

Examples:

COMPONENT TRACE SHORT FORMAT
SYSNAME (MVS118)

COMP (SYSTCPIS)SUBNAME ((TCPCS))
OPTIONS ((OPT FORMAT))

DSNAME (' IBMUSER.CTRACEL")

OPTIONS((Both Bootp(67,68) Cleanup(500) DelayAck(200,200) Domain(53)
Finger(79) Flags() Format(Detail) Ftp(20,21) Gain(125,250) Gopher(70)
Limit(999999999) Gmt Ntp(123) Option Noreassembly Router(520) Rpc(111)
Segment Smtp(25) Snmp(161,162) Speed(10,10) Telnet(23) Tftp(69) Time(37)
Userexit() Www(80)

))

*xxx 2002/11/20
RcdNr Sysname Mnemonic Entry Id Time Stamp Description

4521 MVS118  SCAN 03030000 17:38:32.175560 Scan-Normal packet
3

From Link : ETH1 Device: LCS Ethernet Full=40
Tod Clock : 2002/11/20 17:38:32.175559 Module: EZBIPICM
Job Name : TCPCS Asid: O1F7 Tch: 00000000
Cid : 00000000 Correlator: 10
Policy : ScanEventIcmp-rule
I] IpHeader: Version : 4 Header Length: 20
Tos . 00 Q0S: Routine Normal Service
Packet Length 1 40 ID Number: 0000
Fragment : DontFragment Offset: 0
TTL : 62 Protocol: ICMP CheckSum: 5914 FFFF
Source : 9.42.105.71
Destination : 9.42.104.38
B v
Type/Code : ECHO CheckSum: 5592 FFFF
Id : OB3F Seq: 0
Echo Data : 12
000000 AEBCDB3D 03340A00 00000000 |...=.4 ......

4522 MVS118  SCAN 03030026 17:38:45.130339 Scan Normal-TCP SYN dropped

From Link : UNKNOWN Device: Unknown:0 Full=40

Tod Clock : 2002/11/20 17:38:45.130338 Module: EZBTCPCN
Job Name : FTPD1 Asid: O1F7 Tch: 00000000
Cid : 00000020 Correlator: 11

Policy : ScanEventHigh-rule

IpHeader: Version : 4 Header Length: 20

Tos : 00 Q0S: Routine Normal Service

Packet Length : 40 ID Number: 163F

Fragment : Offset: 0

TTL : 253 Protocol: TCP CheckSum: 681C FFFF
Source : 9.2.197.34

Destination : 9.42.104.38
TCP
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Source Port : 46911 ()

Sequence Number

Header Length : 20
Window Size . 242

Destination Port: 21 (ftp)

1 2397868413 Ack Number: 0

Flags: Syn
CheckSum: 4E53 B695 Urgent Data Pointer: 0000

SYSTCPIS Trace Statistics

2,623

2,623

ctrace records processed

0 segmented trace records read
0 segmented trace records were lost
2,623 trace records read

0 records could not be

2,623 packet trace records
0 data trace records processed

166

validated

records passed filtering

processed

The following describes numbered areas of the example.

The date of the trace records.

A

summary line indicating the source of the trace record showing:
The record number.

The system name.

The group name.

The probe ID value (in hexadecimal).

The time the record was moved to the trace buffer, or with the TOD option
the time the trace data was captured.

The description of the IDS event associated with the probe.

The trace header with these fields:

The direction of the trace record: From or To.

The link name.

The device type.

Full or Abbrev with amount of trace data available.

The time the trace record was captured.

The module that triggered the probe.

The job name associated when the probe was triggered.

The ASID of the address space when the probe was triggered.

The system tcb pointer when the probe was triggered (or zero if in SRB
mode).

The CID (communications ID) of the session.
The Event identifier, the upper 2 bytes of the PROBEID.
The Correlator identifier.

The name of the current policy. This might be the policy that triggered the
probe or the name of the policy the session was using at the time the probe
was triggered.

The IP header showing fields from the IPv4 4 header. The header length is the
number of bytes for the header. The offset field is the number of bytes from
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the end of the IP header where the fragment appears. With the REASSEMBLY
option active, this field always displays zeros.

The protocol header. In this example, it is an ICMP header.

Depending on the port number, the trace data might be formatted.

Guideline: If possible, the check sum of the packet is calculated. If the calculated
value is X’FFFF’, then the check sum is correct. If the calculated value is X’0000’,
then the check sum could not be calculated. The packet was incomplete or
fragmented. Other values indicate a check sum error.

Using the protocol numbers and the well known port numbers, format routines are

invoked to format standard packet data records. The port number for the PORT

keywords define the port numbers to be used to invoke a format routine.

Port
Keyword

67, 68
BOOTP

67, 68
DHCP

53 Domain
79 Finger
70 Gopher
520

Rip
520

Router

111
REC

25 SMTP

23 TELNET
69 TFTP

37 TIME
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DUMP

Purpose: Format the IP header, protocol header and packet data in hexadecimal.
The data can also be translated into EBCDIC, ASCII or both.

Format: The following command was used to obtain the example of this report.
CTRACE COMP(SYSTCPIS) SUB((TCPCS)) DSNAME('IBMUSER.CTRACE1') SHORT OPTIONS((OPT DUMP))

Examples:

COMPONENT TRACE SHORT FORMAT
SYSNAME (MVS118)

COMP (SYSTCPIS)SUBNAME ((TCPCS))
OPTIONS((OPT DUMP))

DSNAME (' IBMUSER.CTRACEL")

OPTIONS((Both Bootp(67,68) Cleanup(500) DelayAck(200,200) Domain(53)
Dump (65535) Finger(79) Flags() Ftp(20,21) Gain(125,250) Gopher(70)
Limit(999999999) Gmt Ntp(123) Option Noreassembly Router(520) Rpc(111)
Segment Smtp(25) Snmp(161,162) Speed(10,10) Telnet(23) Tftp(69) Time(37)
Userexit() Www(80)
)

xxkk 2002/11/20
RcdNr Sysname Mnemonic Entry Id  Time Stamp Description

4521 MVS118  SCAN 03030000 17:38:32.175560 Scan-Normal packet
From Link : ETH1 Device: LCS Ethernet Full=40
Tod Clock : 2002/11/20 17:38:32.175559 Module: EZBIPICM
Job Name : TCPCS Asid: O1F7 Tch: 00000000
Cid : 00000000 Correlator: 10
Policy : ScanEventIcmp-rule
1 IP Header : 20

000000 45000028 00004000 3E015914 092A6947 092A6826

2 Protocol Header

: 8

000000 08005592 OB3FO00O

3 Data

. 12

Data Length: 12

000000 AEBCDB3D 03340A00 00000000 [ceiieeaees L =d.o..... |

4522 MVS118  SCAN

03030026 17:38:45.130339 Scan Normal-TCP SYN dropped

From Link : UNKNOWN Device: Unknown:0 Full=40
Tod Clock : 2002/11/20 17:38:45.130338 Module: EZBTCPCN
Job Name : FTPD1 Asid: O1F7 Tch: 00000000
Cid : 00000020 Correlator: 11
Policy : ScanEventHigh-rule

IP Header . 20

000000 45000028 163F0000 FDO6681C 0902C522 092A6826

Protocol Header : 20
000000 B73F0015 8EEC917D 00000000 500200F2 4E530000

4523 MVS118  SCAN 03030026 17:38:45.153474 Scan Normal-TCP SYN dropped
From Link : UNKNOWN Device: Unknown:0 Full=40
Tod Clock : 2002/11/20 17:38:45.153473 Module: EZBTCPCN
Job Name : FTPD1 Asid: O1F7 Tch: 00000000
Cid : 00000020 Correlator: 12
Policy : ScanEventHigh-rule
IP Header 2 20
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000000 45000028 173F0000 FDO68D84 O9EOIDDC 092A6826

Protocol Header : 20
000000 B83F0O15 76399A57 00000000 500200F2 5D2C0O000

SYSTCPIS Trace Statistics
2,623 ctrace records processed

0 segmented trace records read

0 segmented trace records were lost
2,623 trace records read

0 records could not be validated
2,623 records passed filtering
2,623 packet trace records processed

0 data trace records processed

The following describes numbered areas of the example.

The IP header is dumped with no translation.

The protocol header is dumped with no translation.

The packet data is dumped with the translation specified by the ASCII, BOTH,
EBCDIC, or HEX keyword. The default is BOTH. The amount of data dumped
can be limited by the value specified with the DUMP keyword. The default is
65535 bytes.

Chapter 5. TCP/IP services traces and IPCS support 169



170

SNIFFER
Purpose: This report shows information written to the SNIFFER data set.

Format: The following command was used to obtain the example of this report.

ALLOC F(SNIFFER) DATASET(SNIFFER.TRC) LRECL(1600) RECFM(V B) +
REUSE TRACK SPACE(15 15)

CTRACE COMP(SYSTCPIS) DSN('MWS.PQ33208.PTRACE4"')+
OPTION((OPT TALLY SNIFFER NOREASSEMBLY))

Examples:

COMPONENT TRACE SHORT FORMAT

SYSNAME (MVS142)

COMP (SYSTCPIS)

OPTIONS(( OPT TALLY SNIFFER NOREASSEMBLY))
DSNAME ('MWS.PQ33208.PTRACE4")

PTRPTOA4I SNIFFER(TOKENRING) option selected

OPTIONS((
Statistics PacketTrace X25 Sniffer Option Tokenring
Skip(0) Limit(999999999) Dump(65535) Both Interval(5) MaxRsm(32767)
Stream(131072)
Bootp(67,68) Domain(53) Finger(79) Ftp(20,21)
Gopher(70) Router(520) Rpc(111) SMTP(25)
SNMP(161,162) Telnet(23) Tftp(69) Time(37) WWW(80)
User( )
)
108 records written to SNIFFER
46,000 bytes written to SNIFFER
22 records were truncated to 1600 bytes

The following describes areas of the example.

108 records written to SNIFFER
This record count includes the two header records and one trailer record that
were written to the SNIFFER data set.

46 000 bytes written to SNIFFER
The number of data bytes written to the SNIFFER data set. This should be
close to the amount of data to be downloaded.

22 records were truncated to 1600 bytes
Because the logical record length was 1,600 bytes, 22 records were truncated.
This can be avoided by increasing the logical record length. The maximum
logical record length is 32,763 or the size of physical disk blocks, whichever is
smaller.
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STATISTICS

Purpose: The records are counted by probe ID, device type, interface, interface
address, job name, Asid, QOS, TCP port number, UDP port number, connection
identifier, group identifier, type identifier, correlator, protocol summary, and session
summary.

Format: The following command was used to obtain the example of this report.

CTRACE COMP(SYSTCPIS) SUB((TCPCS)) SHORT
OPTIONS((OPT STATISTICS(DETAIL)))

Examples:

COMPONENT TRACE SHORT FORMAT
SYSNAME (MVS118)

COMP (SYSTCPIS)SUBNAME ((TCPCS))
OPTIONS ((OPT STATISTICS(DETAIL)))
DSNAME (' IBMUSER.CTRACEL ')

OPTIONS((Both Bootp(67,68) Cleanup(500) DelayAck(200,200) Domain(53)
Finger(79) Flags() Ftp(20,21) Gain(125,250) Gopher(70) Limit(999999999)
Gmt Ntp(123) Option Noreassembly Router(520) Rpc(111) Segment Smtp(25)
Snmp(161,162) Speed(10,10) Statistics(Detail) Telnet(23) Tftp(69) Time(37)
Userexit() Www(80)

)

**xk 2002/11/20

[l SYSTCPIS Trace Statistics
2,623 ctrace records processed
0 segmented trace records read
0 segmented trace records were Tost
2,623 trace records read
0 records could not be validated
2,623 records passed filtering
2,623 packet trace records processed
0 data trace records processed

H Probe Report

Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Probe

1526 1526 67144 0 0 4893 2002/11/20 17:56:00 7143 2002/11/20 18:09:17 03010021
1 1 40 0 0 5652 2002/11/20 17:57:36 5652 2002/11/20 17:57:36 03010028
859 859 34360 0 0 4553 2002/11/20 17:38:46 6376 2002/11/20 18:06:04 03020020
6 6 724 0 0 4521 2002/11/20 17:38:32 5654 2002/11/20
2623 2623 112084 0 0 Total
9 Probe(s) found
E Device Type Report
Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Device Type
966 966 39300 0 0 4521 2002/11/20 17:38:32 6376 2002/11/20 18:06:04 1(LCS Ethernet)
966 966 39300 0 0 Total
1 Device Type(s) found
B interface Report
Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Interface
966 966 39300 0 0 4521 2002/11/20 17:38:32 6376 2002/11/20 18:06:04 ETH1
1657 1657 72784 0 0 4522 2002/11/20 17:38:45 7143 2002/11/20 18:09:17 UNKNOWN
2623 2623 112084 0 0 Total
2 Interface(s) found
B | interface Address Report
Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Interface
966 966 39300 0 0 4521 2002/11/20 17:38:32 6376 2002/11/20 18:06:04 ETH1
Addr: 9.42.104.38
1557 1557 68384 0 0 4522 2002/11/20 17:38:45 7143 2002/11/20 18:09:17 UNKNOWN
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2623 2623 112084 0
64 Interface Address(s) found

A JobName Report

Total Input Data Output
2610 2610 110984 0
1 1 40 0
1 1 144 0
8 8 416 0
1 1 123 0
2 2 377 0
2623 2623 112084 0
6 JobName(s) found
Asid Report
Total Input Data Output
2623 2623 112084 0
2623 2623 112084 0
1 Asid(s) found
B Protocol Report
Total Input Data Output
12 12 656 0
2607 2607 110784 0
4 4 644 0
2623 2623 112084 0
3 Protocol(s) found
Bl 1P Address Report
Total Input Data Output
11 11 484 0
1 1 40 0
1 1 56 0
5246 5246 224168 0

518 IP Address(s) found
Qos Report

Total Input Data OQutput
7 7 392 0
7 7 392 0
1 Qos(s) found
Tcp Port Report
Total Input Data Output
2605 2605 110704 0
1 1 40 0
1 1 40 0
5214 5214 221568 0

1742 Tcp Port(s) found
A Uudp Port Report
Total Data
644
144

4
1

1 123
1 144
1

8

Input Qutput

233
1288

® = e
[cNoNoNoNoNo)

172

Addr:

0 Total

First
0 4522
0 4587
0 4591
0 4521
0
0
0

.mm.
:38:
:39:
:39:
:38:
:40:
:57:

yyyy/mm/dd
2002/11/20
2002/11/20
2002/11/20
2002/11/20
2002/11/20
2002/11/20

4623
5653
Total

Data First
0 4521
0 Total

hh.
17:

mm.
38:

ss
32

yyyy/mm/dd
2002/11/20

Data First yyyy/mm/dd hh.mm.ss
0 4521 2002/11/20 17:38:32
0 4522 2002/11/20 17:38:45
0 4591 2002/11/20 17:39:16
0 Total §

Data First
0 6430

yyyy/mm/dd hh.mm.
2002/11/20 18:09:
Addr: 9.0.12.8

2002/11/20 17:38:
Addr: 9.0.12.225
2002/11/20 18:00:
Addr: 9.0.32.254

0 4537

0 5866

0 Total

Data First yyyy/mm/dd hh.mm.ss
0 5830 2002/11/20 18:00:06
0 Total

Data First yyyy/mm/dd hh.mm.ss
0 4522 2002/11/20 17:38:45
0 4743 2002/11/20 17:45:56
0 5922 2002/11/20 18:00:10

0 Total

Data First yyyy/mm/dd
4591 2002/11/20
4591 2002/11/20
4623 2002/11/20
5653 2002/11/20
5654 2002/11/20

Total

.mm.
:39:

:40:
:57:
:57:37

(R oo oo No)
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9.42.104.38

Last
7143
4587
4591
5892
4623
5654

.mm.
:09:
:39:
:39:
:00:
:40:
:57:

yyyy/mm/dd
2002/11/20
2002/11/20
2002/11/20
2002/11/20
2002/11/20
2002/11/20

Last
7143

hh.
18:

mm.ss
09:17

yyyy/mm/dd
2002/11/20

Last yyyy/mm/dd hh.mm.ss
5892 2002/11/20 18:00:07
7143 2002/11/20 18:09:

5654 2002/11/20 17:57:37

ss
02

Last yyyy/mm/dd hh
7088 2002/11/20 18:

45 4537 2002/11/20 17:

5866 2002/11/20 18:

Last yyyy/mm/dd hh.mm.ss
5892 2002/11/20 18:00:07

Last yyyy/mm/dd hh.mm.ss
7143 2002/11/20 18:09:17
4743 2002/11/20 17:45:56
5922 2002/11/20 18:00:10

Last yyyy/mm/dd
5654 2002/11/20
4591 2002/11/20
4623 2002/11/20
5653 2002/11/20
5654 2002/11/20

.mm.s
:57:3

:57:3
:57:3

.mm.
09:

38:

00:

JobName
FTPD1
INETDCS1
INETDCS3
TCPCS
TRMD
USER17

Asid
01F7

Protocol
1(ICMP)
6(TCP)

17 (UDP)

ss
16

Qos
6(Internetwork)

Tcp Port
21(ftp)
73(netrjs-3)
74(netrjs-4)

s Udp Port
7 53(domain)

:39:16 1032()
:40:48 1033()

7 1034()
7 1035()



5 Udp Port(s) found

CID Report

Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss CID
220 220 9200 0 0 4522 2002/11/20 17:38:45 5919 2002/11/20 18:00:07 00000020
1 1 40 0 0 4553 2002/11/20 17:38:46 4553 2002/11/20 17:38:46 00000067
1 1 40 0 0 4554 2002/11/20 17:38:46 4554 2002/11/20 17:38:46 00000096
2615 2615 111668 0 0 Total
2396 CID(s) found
3 Group Report
Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Group
2423 2423 103508 0 0 4521 2002/11/20 17:38:32 7143 2002/11/20 18:09:17 3(SCAN)
200 200 8576 0 0 5671 2002/11/20 17:59:32 5919 2002/11/20 18:00:07 4(ATTACK)
2623 2623 112084 0 0 Total
2 Group(s) found
3 Type Report
Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Type
1527 1527 67184 0 0 4893 2002/11/20 17:56:00 7143 2002/11/20 18:09:17 0301 (VSSCAN)
859 859 34360 0 0 4553 2002/11/20 17:38:46 6376 2002/11/20 18:06:04 0302 (PSSCAN)
37 37 1964 0 0 4521 2002/11/20 17:38:32 5654 2002/11/20 17:57:37 0303 (NORMSCAN)
200 200 8576 0 0 5671 2002/11/20 17:59:32 5919 2002/11/20 18:00:07 0407 (FLOOD)
2623 2623 112084 0 0 Total
4 Type(s) found
Correlator Report
Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Correlator
4 4 644 0 0 4591 2002/11/20 17:39:16 5654 2002/11/20 17:57:37 2
1 1 40 0 0 4521 2002/11/20 17:38:32 4521 2002/11/20 17:38:32 10
1 1 40 0 0 4522 2002/11/20 17:38:45 4522 2002/11/20 17:38:45 11
2623 2623 112084 0 0 Total
467 Correlator(s) found
Protocol Summary Report
Input Output Total
Protocol Packets Bytes Packets Bytes Packets Bytes
Tcp 2607 110784 0 0 2607 110784
Udp 4 644 0 0 4 644
Icmp 12 656 0 0 12 656
Other 0 0 0 0 0 0

FE] Session Summary Report

Input Output First yyyy/mm/dd hh.mm.ss

1 0 5738 2002/
1 0 5710 2002/
1 0 5748 2002/

2618 session(s) found

11/20 17:59:34
11/20 17:59:33

11/20 17:59:34

2623 records processed for this report

Recording ended at

2002/11/20 18:09:17

Recording started at 2002/11/20 17:38:32
00:30:45.367440

The duration was

1 records with ABBREV=200

2622
233
655360
7841

records with FULL=144

is the maximum packet data length
bytes of storage used to create this report
requests for 652704 bytes of storage were made

Last yyyy/mm/dd hh.mm.ss Protocol

5738 2002/11/20 17:59:34 TCP
5710 2002/11/20 17:59:33 TCP

5748 2002/11/20 17:59:34 TCP

.543000

175560

Lel:
Rmt:
Lel:
Rmt:
Lcl:
Rmt:

9.4.81.167-27970
9.42.104.38-21
9.5.101.147-47426
9.42.104.38-21

9.6.159.21-30530
9.42.104.38-21

The following describes numbered areas of the example.
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The standard statistics shown with all executions of the SYSTCPIS packet trace
formater.

* 2,623 Ctrace records processed

The total number of Ctrace records given to the SYSTCPIS packet trace
formatted.

* 0 segmented trace records read

The total number of packets that spanned multiple Ctrace records.
* 0 segmented trace records were lost

The total number of packets records that could not be put back together.
e 2,623 trace records read

The total number of complete trace records.
* 0 records could not be validated

The number of incomplete Ctrace records that could not be used.
* 2,623 records passed filtering

The number of records that were successfully formatted.
* 2,623 packet trace records processed

The number of records that were packet trace records.
* 0 data trace records processed

The number of records that were data trace records.

Probe report, which is the total by ProbelD.

Device type report, which is the totals by device type.
Interface report, which is the totals by interface.

Interface address report, which is the totals interface address.

Jobname report, which is the totals by jobname.

B O O B8 B

ASID report, which is the totals address space identifier.

Protocol report, which is the totals by protocol.

IP address report, which is the totals by IP address. Both the destination and
source IP addresses are counted, except when they are the same in a record.

QOS report, which is the totals by QOS.

=

TCP port report, which is the totals by TCP port number. Both the destination
and source port numbers are counted, except when they are the same in a
record.
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UDP port report, which is the totals by UPD port number. Both the destination
and source port numbers are counted, except when they are the same in a
record.

=
w

CID report, which is the totals by connection identifier.

14
Group report, which is the totals by group, first byte PROBEID.

1

5

Type report, which is the totals by type, first two bytes of PROBEID.

=
(<))

Correlator report, which is the totals by correlator.

=
~N

Protocol summary report, which is the summary based on protocol.

[y
5

Session summary report, which is the summary based on session.
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STREAM

Purpose: There are times when messages span multiple packets. TELNET and
DNS are examples. The STREAM report (with the DUMP or FORMAT keywords)
capture the entire stream of data.

Format: The following command was used to obtain the example of this report.
CTRACE COMP(SYSTCPIS) SUB((TCPCS)) SHORT DSN('IBMUSER.CTRACEL') OPTIONS((OPT STREAM DUMP ASCII))

Examples:

COMPONENT TRACE SHORT FORMAT
SYSNAME (MVS118)

COMP (SYSTCPIS) SUBNAME ((TCPCS))
OPTIONS((OPT STREAM DUMP ASCII))
DSNAME (' IBMUSER.CTRACE1")

OPTIONS((Ascii Bootp(67,68) Cleanup(500) DelayAck(200,200) Domain(53)
Dump (65535) Finger(79) Flags() Ftp(20,21) Gain(125,250) Gopher(70)
Limit(999999999) Gmt Ntp(123) Option Noreassembly Router(520) Rpc(111)
Segment Smtp(25) Snmp(161,162) Speed(10,10) Streams(131072,Summary)
Telnet(23) Tftp(69) Time(37) Userexit() Www(80)

*xxx 2002/11/20
RcdNr Sysname Mnemonic Entry Id  Time Stamp Description

1 Streams Report

2618 Streams found
611952 bytes of storage for the session report was allocated
348160 bytes of storage for buffers was allocated

2 Session: 9.32.74.253-0 9.42.104.38-0 ICMP
From: 2002/11/20 18:00:06.827658 to: 2002/11/20 18:00:07.149355
2 packets found
Stream buffer at 16743000 for 20480 bytes. 56 bytes were used
2 packets moved for 56 bytes
I - Inbound packet
0 - Outbound packet

3 D Red # Time Delta Seq # Position Length End_Pos

I 5870 18:00:06.827658 00:00:00.000000 0 0 28 28

000000 45000028 1F9BOOAO O106EC56 092A6826 09AO32EF 0015E644 7F6CBB58 |E..(....... V.*h&..2....D.1.X

I 5892 18:00:07.149355 00:00:00.321697 28 28 28 56

000000 4500002C | E...|
000020 1FDCOOOO O106ECL1 092A6826 09AO32EF 00154446 809241F5 [vevenent. *h&..2...DF..A. |

SYSTCPIS Trace Statistics
2,623 ctrace records processed

0 segmented trace records read

0 segmented trace records were lost
2,623 trace records read

0 records could not be validated
2,623 records passed filtering
2,623 packet trace records processed

0 data trace records processed
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OSAENTA trace (SYSTCPOT)

TCP/IP Services component trace is also available for use with the OSA-Express
Network Traffic Analyzer (OSAENTA) trace facility. The OSAENTA trace is a
diagnostic method for obtaining frames flowing to and from an OSA adapter. You
can use the OSAENTA statement to copy frames as they enter or leave an OSA
adapter for an attached host. The host can be an LPAR with z/OS, VM, or Linux.
You can then examine the contents of the copied frames. To be traced, the frame
must meet all the conditions specified on the OSAENTA statement or the
OSAENTA command.

The OSAENTA trace process

Trace data is collected as frames enter or leave an OSA adapter for a connected
host. The actual collection occurs within the device drivers of OSA cards, capturing
the data at the point where it has just been received from or sent to the network.

Frames that are captured have extra information added to them before they are
stored. This extra information, such as timestamps, is used during the packet
formatting. The captured data reflects exactly what the network sees. For example,
the trace contains the constituent packets of a fragmented packet exactly as they
are received or sent.

The selection criteria for choosing packets to trace are specified through the
OSAENTA statement or OSAENTA command. Refer to |z/OS Communications Server
[P Configuration Referencel for more information about the OSAENTA statement and
refer to g/OS Communications Server: IP System Administrator’s Commands| for more
information about the OSAENTA command.

[Figure 24 on page 178 illustrates the overall control and data flow in the
OSAENTA tracing facility.
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Data —> Dataset —» Format Report
Space Program

Figure 24. Control and data flow in the OSAENTA tracing facility

Starting OSAENTA trace

You can start an OSAENTA trace in one of the following ways:
* Using the V TCPIP,OSAENTA command

V TCPIP,tcpprocname,0SAENTA,ON, PORTNAME=0SA4,IPADDR=9.1.27.2
* Using the OSAENTA statement in TCPIP.PROFILE

OSAENTA ON PORTNAME=0SA4 IPADDR=9.1.27.2

Security Rule: To use any VARY command, the user must be authorized in RACE.
The OPERCMDS RACEF profile for each user must have access for a resource of the
form MVS.VARY.TCPIP.OSAENTA.

Traces are placed in an internal buffer, which can then be written out using a
CTRACE external writer. The MVS TRACE command must also be issued for
component SYSTCPOT to activate the OSAENTA trace.

After starting OSAENTA trace, you can display the status using the Netstat
command, as shown in the following example:

D TCPIP,TCPCS,NETSTAT,DEV

DEVNAME: 0SAQDIO4 DEVTYPE: MPCIPA
DEVSTATUS: READY
LNKNAME: LOSAFE LNKTYPE: IPAQENET  LNKSTATUS: READY

0SA-Express Network Traffic Analyzer Information:
OSA PortName: QDIO4101 O0SA DevStatus: Ready
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OSA IntfName: EZANTAQDIO4101 OSA IntfStatus: Ready

0SA Speed: 1000 OSA Authorization: Logical Partition
OSAENTA Cumulative Trace Statistics:

DataMegs: 0 Frames: 8

DataBytes: 760 FramesDiscarded: 4

FramesLost: 0
OSAENTA Active Trace Statistics:

DataMegs: 0 Frames: 8
DataBytes: 760 FramesDiscarded: 4
FramesLost: 0 TimeActive: 8
OSAENTA Trace Settings: Status: On
DataMegsLimit: 1024 FramesLimit: 2147483647
Abbrev: 224 TimeLimit: 10080
Discard: ALL
OSAENTA Trace Filters: Nofilter: ALL
DevicelD: =
Mac: *
VLANid: =
ETHType: =
IPAddr: =
Protocol: =*
PortNum: =«

If you are a TSO user, use the NETSTAT DEVlinks command.

Modifying options with VARY commands

After starting an OSAENTA trace, you can change the trace using the VARY
command. For example, if you want to change the trace to abbreviate the data
being traced, use the following command:

V TCPIP tcpipproc, OSAENTA,ON,ABBREV=480

You can display the results of the VARY command using Netstat:
netstat -p TCPCS -d

DEVNAME: 0SAQDIO4 DEVTYPE: MPCIPA
DEVSTATUS: READY
LNKNAME: LOSAFE LNKTYPE: IPAQENET  LNKSTATUS: READY

0SA-Express Network Traffic Analyzer Information:

OSA PortName: QDI04101 OSA DevStatus: Ready
0SA IntfName: EZANTAQDIO4101 OSA IntfStatus: Ready
0SA Speed: 1000 OSA Authorization: Logical Partition
OSAENTA Cumulative Trace Statistics:
DataMegs: 0 Frames: 8
DataBytes: 760 FramesDiscarded: 4

FramesLost: 0
OSAENTA Active Trace Statistics:

DataMegs: 0 Frames: 8
DataBytes: 760 FramesDiscarded: 4
FramesLost: 0 TimeActive: 8
OSAENTA Trace Settings: Status: On
DataMegsLimit: 1024 FramesLimit: 2147483647
Abbrev: 480 TimeLimit: 10080
Discard: ALL
OSAENTA Trace Filters: Nofilter: ALL
DevicelD: =
Mac: *
VLANid: =
ETHType: =
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IPAddr: =
Protocol: =*
PortNum: =*

If you are a TSO user, use the NETSTAT DEVlinks option.

You can use the VARY TCPIP,tcpprocOBEYFILE command to make temporary
dynamic changes to system operation and network configuration without stopping
and restarting the TCP/IP address space. For example, if you started the address
space TCPIPA and created a sequential data set USER99. TCPIP.OBEYFIL2
containing OSAENTA statements, issue the following command:

VARY TCPIP,TCPIPA,CMD=0BEYFILE,DSN=USER99.TCPIP.OBEYFIL2

The VARY TCPIP,OSAENTA command is cumulative. You can trace all packets for
specified IP addresses by entering multiple OSAENTA commands. In the following
example, the five commands disable the current trace, clear any previous trace
filters, trace all the frames received and all the frames sent for the specified IP
addresses, and activate the OSAENTA trace facility.

VARY TCPIP,,0SAENTA,OFF,PORTNAME=0SA4

VARY TCPIP,,0SAENTA,CLEAR,PORTNAME=0SA4,ABBREV=200, FRAMES=8000

VARY TCPIP,,0SAENTA,PORTNAME=0SA4,IPADDR=10.27.142.44

VARY TCPIP,,0SAENTA,PORTNAME=0SA4,IPADDR=10.27.142.45
VARY TCPIP,,0SAENTA,ON,PORTNAME=0SA4

Formatting OSA traces using IPCS

The IPCS CTRACE command parameters are described in|“Formatting component|
ftraces” on page 55) The following notes apply to the IPCS CTRACE parameters
with regard to the OSAENTA trace formatter:

JOBLIST, JOBNAME
The LINKNAME and JOBNAME keywords in the OPTIONS string can also be
used to select records.

TALLY
Equivalent to the STATISTICS(DETAIL) option.

START, STOP
The time is set when the record was moved to the trace buffer, not when the
OSA card recorded the data.

LIMIT
See the RECORDS keyword in the OPTIONS string.

USEREXIT
The packet trace formatter calls the CTRACE USEREXIT before testing the
records with the filtering criteria. If it returns a nonzero return code, then the
record is skipped. The USEREXIT can also be used in the OPTIONS string. It is
called after the record has met all the filtering criteria in the OPTIONS string.

COMP
Must be SYSTCPOT.

SUB
The SUB must name the TCP/IP procedure that created the CTRACE records
when the input is a dump data set.

EXCEPTION
Since there are no EXCEPTION records for OSAENTA trace, the EXCEPTION
keyword must not be specified.
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ENTIDLIST
The following are the valid values for OSAENTA trace:

7 Link Frame trace records

The CTRACE OPTIONS string provides a means of entering additional keywords
for record selection and formatting OSA traces (COMP=SYSTCPOT). See
for the complete syntax of CTRACE.

The same program is used to format OSA traces as well as packet traces. See
[“OPTIONS syntax” on page 96| for the values specified for the OPTIONS keyword.

Network security services (NSS) server trace (SYSTCPNS)

TCP/IP Services component trace is also available for use with the network
security services server. See [“TCP/IP services component trace for the network|
kecurity services (NSS) server” on page 346)

OMPROUTE trace (SYSTCPRT)

TCP/IP Services component trace is also available for use with the OMPROUTE
application. See [“TCP/IP services component trace for OMPROUTE” on page 737

RESOLVER trace (SYSTCPRE)

TCP/IP Services component trace is also available for use with the RESOLVER
application. See |[Chapter 39, “Diagnosing resolver problems,” on page 817/

Configuration profile trace

You can use the ITRACE statement in the PROFILE.TCPIP data set to activate
TCP/IP run-time tracing for configuration, the TCP/IP SNMP subagent,
commands, and the autolog subtask. ITRACE should only be set at the direction of
an IBM Support Center representative.

CONFIG SUBAGENT— 1
»»—ITRACE

o
=

v
A

CONFig
SUBAGENt—— |—level—|
COMMAND

AUTODAEMON
|—CONFIG SUBAGENT—

OFF

CONFig
SUBAGENt
COMMAND!
AUTODAEMON

Following are descriptions of the ITRACE parameters:

ON
Select ON to establish run-time tracing. ITRACE ON commands are
cumulative until an ITRACE OFF is issued.

OFF
Select OFF to terminate run-time tracing.
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CONFig
Turn internal trace for configuration ON or OFFE

SUBAgent
Turn internal trace for TCP/IP SNMP subagent ON or OFF.

COMMAND
Turn internal trace for command ON or OFF.

AUTODAEMON
Turn internal trace for the autolog subtask ON or OFFE.

level
Indicates the tracing level to be established. Levels are as follows:

Levels for CONFIG

1 ITRACE for all of config

2 General level of tracing for all of config
3 Tracing for configuration set commands
4 Tracing for configuration get commands
5 Tracing for syslog calls issued by config

100 Tracing for the parser

200 Tracing for scanner
300 Tracing for mainloop
400 Tracing for commands

Levels for SUBAGENT

1 General subagent tracing

2 General subagent tracing, plus DPI traces

3 General subagent tracing, plus extended storage dump traces
4 All trace levels

Level for COMMAND

1 ITRACE for all commands

Following is an example illustrating how to use the ITRACE command:

ITRACE ON CONFIG 3
ITRACE OFF SUBAGENT

Trace output is sent to the following locations:

* Subagent trace output is directed to the syslog daemon. This daemon is
configured by the /etc/syslog.conf file and must be active.

* AUTOLOG trace output goes to ALGPRINT.
* Trace output for other components goes to SYSPRINT.
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Chapter 6. IPCS subcommands for TCP/IP

Use the IPCS subcommands for TCP/IP to format data from IPCS system dumps.
This topic describes the subcommands (including description, syntax, parameters,
and sample output), installation, entering, and execution, and includes the
following sections:

“TCPIPCS command” on page 18§
“TCPIPCS subcommands” on page 189
“ERRNO command” on page 283
"IPHDR” on page 287,
“RESOLVER” on page2_88|
“SETPRINT” on page 293|
“SKMSG” on page ﬁl
[“TCPHDR” on page 296]
[“TOD” on page 297
[“UDPHDR” on page 29§

“Installing TCP/IP IPCS subcommands by using the panel interface” on page
29

[“Entering TCP/IP IPCS subcommands” on page 299

Types of subcommands

There are two types of subcommands. These are described as follows:

Many of the TCP/IP subcommands work on a specific stack or Telnet instance.
These subcommands are grouped under the TCPIPCS subcommand to share the
TCP (to select the stack or Telnet) and TITLE options. A subset of these
commands are available for work with an instance of Telnet. If available,
"Available for Telnet” appears at the end of the description in

The remaining TCP/IP IPCS subcommands do not require a TCP/IP stack, and
they are not under the TCPIPCS subcommand.

Restriction: The TCP/IP IPCS commands are not supported for IPCS "active.”

lists all the IPCS subcommands. The TCPIPCS commands are shown first,
followed by the general commands.

Table 14. TCP/IP IPCS commands

Command Description Alias See

TCPIPCS ALL Equivalent to TCPIPCS NA

STATE TSEB TSDB TSDX
DUAF CONFIG ROUTE
SOCKET STREAM RAW
TCB UDP LOCK TIMER

STORAGE
TCPIPCS API Display control blocks for “TCPIPCS API” on|
Sockets Extended Assembler page 182|

Macro and Pascal APIs
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Table 14. TCP/IP IPCS commands (continued)

Command Description Alias See
TCPIPCS Display device configuration | TCPIPCS CNFG "“TCPIPCS|
CONFIG information CONFIG” on page]
TCPIPCS CONF 191]
TCPIPCS Display active or all TCPIPCS CONN "“TCPIPCS|
CONNECTION | connections CONNECTION” on|
TCPIPCS Display information about
COUNTERS TCP/IP internal execution
statistics
TCPIPCS Equivalent to TCPIPCS TCPIPCS CBS NA
DETAIL TSEB TSDB TSDX DUAF
Available for Telnet.
TCPIPCS DU Equivalent to TCPIPCS NA

DUAF DUCB

Available for Telnet.

TCPIPCS DUAF

Summarize DUCBs

TCPIPCS DUCBS

“TCPIPCS DUAF’]

on page 19§|
Available for Telnet.
TCPIPCS DUCB | Find and format DUCBs “TCPIPCS DUCB’
on page 19§|
Available for Telnet.
TCPIPCS FRCA | Display state information “TCPIPCS FRCA”|
about FRCA connections on page 202]
and objects
TCPIPCS HASH | Display TCP/IP data stored “TCPIPCS HASH”|
in hash tables on page 204_1|
TCPIPCS Display dump Header info | TCPIPCS HDR “TCPIPCY
HEADER HEADER” on page|

20

TCPIPCS HELP | Display syntax help for TCPIPCS ? “TCPIPCS HELP"]
TCPIPCS command on page 209
TCPIPCS IPSEC | Display information about “TCPIPCS IPSEC”|
IP security filters and on page 210|
tunnels
TCPIPCS LOCK | Display locks TCPIPCS ‘“TCPIPCS LOCK”|
LOCKSUM on page 214
Available for Telnet.
TCPIPCS MAP Display storage map “TCPIPCS MAP”
on page 21
TCPIPCS Display module table "TCPIPCS)|
MTABLE IMTABLE” on page]
Ak
TCPIPCS Display service policy data "TCPIPCS POLICY”]
POLICY on page 219
TCPIPCS Display TCP/IP TCPIPCS PROF “TCPIPCS|
PROFILE configuration data in the PROFILE” on page]

format of a profile dataset

Available for Telnet.

P21
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Table 14. TCP/IP IPCS commands (continued)

Command Description Alias See

TCPIPCS Invokes RAW, TCB, UDP

PROTOCOL

TCPIPCS RAW | Display RAW control blocks | TCPIPCS MRCB “TCPIPCS RAW”|

TCPIPCS RAWSUM

TCPIPCS RCB

on page 226

TCPIPCS ROUTE

Display routing information

TCPIPCS RTE

‘TCPIPCS ROUTE"]

on page 228
TCPIPCS Display socket information | TCPIPCS SCB "TCPIPCS]
SOCKET SOCKET” on page|

TCPIPCS D3]
SOCKSUM
TCPIPCS STATE | Display general stack TCPIPCS “TCPIPCS STATE’]
information on page 23}]
TCPIPCS Display TCP/IP storage TCPIPCS STOR ’TCPIPCS|
STORAGE usage STORAGE” on page|
D5
TCPIPCS Display streams information | TCPIPCS SKSH ’TCPIPCSl
STREAM STREAM” on pagé
TCPIPCS STREAMS |p5
TCPIPCS Equivalent to TCPIPCS NA
SUMMARY DUAF CONFIG SOCKET

TCPIPCS TCB

Display TCP protocol
control blocks

TCPIPCS MTCB

TCPIPCS TCBSUM

“TCPIPCS TCB” on|

page 25§|

TCPIPCS
TELNET

Display Telnet information

Available for Telnet.

"TCPIPCS|

TELNET” on page|
D6

TCPIPCS TIMER

Display information about
timers

Available for Telnet.

TCPIPCS TIMESUM

"TCPIPCS TIMER”|

on page 261|

TCPIPCS TRACE

Display TCP/IP CTrace
information

Available for Telnet.

TCPIPCS TCA

[Table 2 on page §|

TCPIPCS TREE

Display information about
data stored in Patricia trees

Available for Telnet.

TCPIPCS TREESUM

"TCPIPCS TREE”|

on page 262]

TCPIPCS TSDB

Format TSDB

“TCPIPCS TSDB”|

on page 27
Available for Telnet. _M
TCPIPCS TSDX Format TSDX “"TCPIPCS TSDX”]
on page 271|

Available for Telnet.

TCPIPCS TSEB

Format TSEB

Available for Telnet.

"TCPIPCS TSEB’
on page 27
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Table 14. TCP/IP IPCS commands (continued)

Command Description Alias See
TCPIPCS TTLS | Display state information “TCPIPCS TTLS”|
about AT-TLS connections on page 274_1|
and groups
TCPIPCS UDP Display UDP control blocks | TCPIPCS MUCB ‘TCPIPCS UDP” on]
page 277]
TCPIPCS UCB
TCPIPCS UDPSUM
TCPIPCS VMCF | Display information about “TCPIPCS VMCEF”|
VMCEF and TUCV users on page 272|
TCPIPCS XCF Display information about "TCPIPCS XCF” on|
XCF links and dynamic page 281|
VIPA
ERRNO Interpret error numbers "ERRNO)|
command” on paged
Available for Telnet. D]
ICMPHDR Format an ICMP header ‘ICMPHDR” o
age 28
IPHDR Format an IP header ‘IPHDR” on page|
D8
RESOLVER Format and summarize "‘RESOLVER” on
resolver control blocks age 28
SETPRINT Set destination so the IPCS ‘SETPRINT” on|
subcommand output is sent age 29
to a user ID or the printer
Available for Telnet.
SKMSG Format a stream message ‘SKMSG” on page|
o]
Available for Telnet.
TCPHDR Format a TCP header “TCPHDR” on page|
oq
TOD Convert a S/390° 64-bit ['TOD” on page 297
time-of-day timestamp to a
readable date and time
Available for Telnet.
UDPHDR Format UDP header "UDPHDR” o
éaée 29é

TCPIPCS command
This section describes the TCPIPCS command.

186

Syntax

The command syntax for all TCPIPCS subcommands includes an option to specify
the TCP stack and to specify whether the title is displayed.

»»—TCPIPCS—Y

STATE—(ALL)
‘ ’7 |—subcommand—| |—(—parameters—)—|

v
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TITLE

)—| LnoTrLe! )

i l—TCP (——tc
— p_proc_name
_[tcp_index——l_

Parameters
The parameters for the TCPIPCS command are described below.

subcommand
Default is STATE.

parameters
Each subcommand has its own parameters.

* If a command has variable parameters, they can be omitted, specified as a
single variable, or specified as a list. If no variable parameters are specified,
an asterisk must be used as a placeholder if any keyword parameters are
specified. If two or more variable parameters are specified, they must be
enclosed in parentheses.

* To distinguish between the variable parameters, a parameter is assumed to
be one of the following;:

— An index or small number if it is four digits or less, begins with zero to
nine, and contains only hexadecimal digits (0-9, a—f, A-F). If a command
accepts multiple indices or small numbers, both are compared to the
values and the first matching field is used.

— An address if it is more than four digits, begins with zero to nine, and
contains only hexadecimal digits. For example, for the TCPIPCS DUAF
command, both the DUCB and ASCB addresses of each DUCB are
compared to the address parameter, and the first matching field is used to
select the DUCB to display.

— An IPCS symbol name can also be specified for an address.

— Otherwise, the parameter is assumed to be a character string variable
(such as TCP/IP procedure or job name, user ID, and command name).

* Keyword parameters can be in any order.

¢ If there are both keyword and variable parameters, all variable parameters
must precede the keywords.

TCP
Specifies which TCP/IP stack or Telnet instance. When issuing commands for
Telnet, the Telnet procedure name must be specified in the tcp_proc_name
variable. The stack can be specified directly or indirectly. A stack can be
specified directly by coding the TCP parameter with either tcp_proc_name or
tep_index. If no stack is specified directly, the output is reported for the stack
with the lowest index matching the release of the TCPIPCS command. After a
particular stack is specified (whether specified directly or indirectly), that stack
becomes the default. The stack index is saved as a symbol and is used as the
default in future invocations of the TCPIPCS command. An alias for the TCP
option is PROC.

Note: All eight stack indices are available when TCP/IP or Telnet starts, so
any stack index can be selected. The existence of an index does not
necessarily mean this stack can be formatted. If the stack was not
included in the dump, then most of the information about a stack
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cannot be formatted. Most TCP/IP control blocks are in the private TCP
address space. All Telnet control blocks are in the private Telnet address
space.

The fact that an index exists does not necessarily mean this stack index
has ever been used. If you specify a stack index that has not been used,
the version and release fields for this stack are zero, so you receive a
message indicating the stack is not the same version and release as the
TCPIPCS command:

tcp_proc_name

TCP/IP procedure name or the Telnet procedure name (when the
TN3270E Server is running in its own address space).

tcp_index

TCP/IP stack index (1-8) or Telnet index (9-16).

TITLE
The title contains information about the dump and about the TCPIPCS
command. By default, the title information is displayed.

The title contains the following information.

TCPIPCS command input parameters.

Dump data set name.

Dump title.

TSAB address.

Table listing all TCP/IP stacks used in the dump and their
— TSEB address

— Stack index

— Procedure name

— Stack version

— TSDB address

— TSDX address

- ASID

— Trace option bits

— Stack status

Count of the number of TCP/IP stacks defined (used).
Count of the number of active TCP/IP stacks found.

Count of the number of active TCP/IP stacks matching the TCPIPCS
command version and release.

Procedure name and index of the stack being reported.

NOTITLE
Suppress the title lines. This is useful when you are processing many
commands on the same dump and do not want to see the title information
repeated.

Restriction: If you specify multiple keywords from the set {TITLE, NOTITLE},
only the last one is used.

Symbols defined
TCPIPCS defines the following IPCS symbols:
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TSEBPTR
The address of the first TSEB control block.

TSEBn
The address of the TSEB control block corresponding to the stack index n.

TCPIPCS subcommands

This section describes the TCPIPCS subcommands.

TCPIPCS API

Use this subcommand to display information about the connects in the Sockets
Extended Assembler Macro Application Programming Interface (Macro API) and
the Pascal APL

Note: The Macro API is the base for the CALL Instruction API, the CICS C API,
and the CICS EZACICAL APL Refer to the [z/OS Communications Server: IP)|
[Sockets Application Programming Interface Guide and Reference for more
information about the native TCP/IP APIs.

Some API control blocks are in the application address space, which might not be

available in the dump. If the application address space is available, the API control

blocks are formatted.

Syntax

»»—TCPIPCS—API

v

> »

— S
L( . |—MACRO |— UMMARY—l

variable_item——— i:PASCAL— |—DETAILJ
ALL—

T

(—~—variable list—-)—

TITLE

[ »<

] |—TCP—( tcp proc name )—| |—NOTITLE—| )
—[ p_proc_

tcp_index

Parameters
If no parameters are specified, only information about the Macro API is
summarized.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable_item
Any one of the following variable parameters.

variable_list
You can repeat from 1-32 of the following variable parameters, each separated
by a blank space, within parentheses:

Variable parameters are:
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jobname
Displays only the API control blocks for this job name. The job name can be a
TCP/IP application name or a stack name. Must contain from 1-8 characters.

ASCB_address
Displays the API control blocks with this address space control block (ASCB)
address. An IPCS symbol name can be specified for the address. The address is
specified as 1-8 hexadecimal digits. If an address begins with digit A-F, prefix
the address with a zero to avoid the address being interpreted as a symbol
name or as a character string.

ASID_number
Displays the API control blocks with this address space identifier (ASID). The
ASID is a hexadecimal number containing one to four digits.

In addition to the variable parameters, you can specify the following keyword
parameters:

MACRO
Displays only information for Macro APIs. MACRO is the default.

PASCAL
Displays only information for Pascal APIs.

ALL
Displays information for both APIs.

SUMMARY
Displays the addresses of the control blocks and other data in tables.
SUMMARY is the default.

DETAIL
Also displays the contents of the control blocks in addition to the SUMMARY
display.

TCP, TITLE, NOTITLE
See ["Parameters” on page 187|for a description of these parameters.

Restrictions: Be aware of the following keyword restrictions:
* If you specify multiple keywords from the set {MACRO, PASCAL, ALL}, only
the last one is used.

* If you specify multiple keywords from the set {SUMMARY, DETAIL}, only the
last one is used.

Sample output of the TCPIPCS APl subcommand
The following is sample output of the TCPIPCS API subcommand.

The contents of the SDST control blocks are formatted by the TCPIPCS API
subcommand if the DETAIL option is coded on the command (SUMMARY is the
default and only the address of the SDST will be displayed in this case).

R14 Qutput:
-- Array elements --
;6082 SDST_LOCAL_IPADDRLEN. 00
+00B3 SDST_REMOTE_IPADDRLEN. 00
+00B4 SDST_LOCAL_IPADDR. 00000000 00000000 00000000 00000000
+00C4 SDST_REMOTE_IPADDR. 00000000 00000000 00000000 00000000

-- End of array --

z/0OS VIR9.0 Comm Svr: IP Diagnosis Guide



TCPIPCS CONFIG

Use this subcommand to display each device interface, physical interface, and
logical interface. The configuration summary table shows each logical interface
with the name of its associated device and link.

Syntax

(SUMMARY)
»»—TCPIPCS—CONFIG >

I—(DETAIL)J l—TCP—(—[tcp_proc_Le—l—)—l

tcp_index

TITLE
1] .

Lyorrrie

Parameters

SUMMARY
Displays each device, physical interface, and logical interface, and summarizes
them all in one cross-reference table. SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL also shows the interface
cross-reference reports.

TCP, TITLE, NOTITLE
See ["Parameters” on page 187 for a description of these parameters.

Restriction: If you specify multiple keywords from the set {SUMMARY, DETAIL},
only the last one is used.

Sample output of the TCPIPCS CONFIG subcommand
The following is sample output of the TCPIPCS CONFIG subcommand.
TCPIPCS CONFIG

Dataset: IPCS.R450697.V6TCBD1
Title: TCPCS2 CLIENT SIDE
The address of the TSAB is: 09DBE1AQ

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status

O9DBELIE® 1 TCPCS VIR5 096C4000 096C40C8 0033 10841004 Active
09DBE260 2 TCPCS2 VIR5 096C9000 096C90C8 0034 10841004 Active

2 defined TCP/IP(s) were found
2 active TCP/IP(s) were found

2 TCP/IP(s) for CS VIR5 found

Analysis of Tcp/Ip for TCPCS2. Index: 2
Configuration control block summary
IPMAIN found at 095A83D0

IPMAIN6 found at 096CE470

Dif@ DeviceName Next Prev DevR DevW Protocol

7F6AA408 LOOPBACK 7F1ED408 00000000 ***% xxxx LOOPBACK

7F1ED408 0SAQDIO3 00000000 7F6AALQ8 **** **%x MPCIPA

IPv4 Pif@ LinkName Next Prev DeviceName Protocol Dife@ Life
7F679468 LOOPBACK 7F503B88 00000000 LOOPBACK LOOPBACK 7F6AA408 7F6792E8
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7F503B88 0SAQDIOL 00000000 7F679468 0SAQDIO3 IPAQENET 7F1ED408 7F1EDOO8

IPv6 Pif@ IntfName Next Prev DeviceName Protocol Dife@ Life
7F503488 LOOPBACK6 7F503F08 00000000 LOOPBACK LOOPBACK6 7F6AA408 7F3FDCE8
7F503F08 0SAQDI26 00000000 7F503488 0SAQDIO3 IPAQENET6 7F1ED408 7F6BF028
IPv4 Lif@ LinkName Next Prev Pife IpAddr

7F1EDOO8 O0SAQDIOL 7F6792E8 00000000 7F503B88 9.67.115.82

7F6792E8 LOOPBACK 00000000 7F1EDOO8 7F679468 127.0.0.1

IPv6 Lif@ IntfName Next Prev Pife IpAddr

7F3083C8 0SAQDI26 7F3FDCE8 00000000 7F503F08 FEC9:C2D4:1::9:67:115:82

7F3FDCE8 LOOPBACK6 7F6BF028 7F3083C8 7F503488 ::1

7F6BF028 0SAQDI26 00000000 7F3FDCE8 7F503F08 FE80::2:559A:3F5F:1

Configuration Summary

IPv4 Lif@ LinkName DeviceName DevR DevWW IpAddr

7F1EDOO8 0SAQDIOL 0SAQDIO3 *xkk kkkk 9,.67.115.82

7F6792E8 LOOPBACK LOOPBACK *xkk kkkx 127.0.0.1

IPv6 Lif@ LinkName DeviceName DevR DevW IpAddr

7F3083C8 0SAQDI26 0SAQDIO3 *xk% Hkkx FEC9:C2D4:1::9:67:115:82
7F3FDCE8 LOOPBACK6 LOOPBACK *kkk kkkk 1]

7F6BF028 0SAQDI26 0SAQDIO3 *xk% *kkx FE8O::2:559A:3F5F:1

Analysis of Tcp/Ip for TCPCS2 completed

TCPIPCS CONNECTION

Use this subcommand to display information about TCP, UDP, and raw
connections. The information includes the following;:

User ID

Connection ID

Local IP address

Foreign IP address

Connection state (for TCP connections only)
Protocol name (for raw connections only)

Syntax

»>—TCPIPCS—CONNECTION

»
»

|—(ACTIVE)—

|—(ALL)— l—TCP—(—[tcp_proc_%—)—l

tcp_index

|—TITLE—|

v
A

Lyorrrie

Parameters
ACTIVE

Display only active connections. This is the default.

Tip: The number of connections reported for each protocol includes both
inactive and active connections; therefore, the total might be higher than the
number of displayed (active) connections.

ALL

Display all connections, regardless of state.

TCP, TITLE, NOTITLE

See ["Parameters” on page 187 for a description of these parameters.
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Restriction: If you specify multiple keywords from the set {ACTIVE, ALL}, only

the last one is used.

Sample output of the TCPIPCS CONNECTION subcommand

The following is a sample output of the TCPIPCS CONNECTION subcommand. In
this sample, the default option is ACTIVE, so only active connections are shown.
There are 6 active TCP connections, 4 active UDP connections, and 3 active RAW

connections.

TCPIPCS CONNECTION
Dataset: IPCS.R8A0723.RASDUMP
Title: EZRPEOO5
The address of the TSAB is: 098221F0
Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
09822230 1 TCPCS VIR5 08E85000 O8E850C8 OOL1E 9FFF7E7F Active
098222B0 2 TCPCS2 VIR5 08937000 089370C8 01F6 9FFF7E7F Active
2 defined TCP/IP(s) were found
2 active TCP/IP(s) were found
2 TCP/IP(s) for CS VIR5 found

Analysis of Tcp/Ip for TCPCS. Index: 1

TCP IPv4 Connections:
Userid Conn State

TCPCS 00000012 Listening Local Socket : 127.0.0.1..1024
Foreign Socket: 0.0.0.0..0
BPXOINIT 00000019 Listening Local Socket : 127.0.0.1..1024
Foreign Socket: 127.0.0.1..1025
TCPCS 00000016  Established Local Socket : 127.0.0.1..1024
Foreign Socket: 127.0.0.1..1025
TCPCS 00000014  Established Local Socket : 127.0.0.1..1024
Foreign Socket: 127.0.0.1..1025

4 TCP IPv4 connections

Active TCP IPv6 Connections:

Userid  Conn State Socket
FTPUNIX1 00000051 Listening Local ::0..21
Foreign ::0..0
FTPMVS1 00000049 Listening Local :0..1821
Foreign ::0..0
2 TCP IPv6 connections
Active UDP Unicast IPv4 Connections:
Userid  Conn Socket
PORTMAP 00000027 Local 0.0.0.0..111
Foreign 0.0.0.0..0
OSNMPD 00000030 Local 0.0.0.0..161
Foreign 127.0.0.1..162
MISCSRV 00000039 Local 198.11.98.124..7

Foreign 0.0.0.0..0
MISCSRV 0000003E Local 198.11.98.124..9
Foreign 0.0.0.0..0
4 UDP Unicast IPv4 connections

Active UDP Unicast IPv6 Connections:
Userid  Conn Socket

0 UDP Unicast IPv6 connections

Active UDP Multicast IPv4 Connections:
Userid  Conn Socket

0 UDP Multicast IPv4 connections

Active UDP Multicast IPv6 Connections:
Userid Conn Socket
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0 UDP Multicast IPv6 connections

Active RAW Connections:

Userid  Conn Protocol Socket
TCPCS 00000006 IP Local
Foreign
TCPCS 00000008 RAW Local
Foreign
TCPCS 0000000E IP Local
Foreign

3 RAW connections

Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS COUNTERS

Use this subcommand to display information about TCP/IP internal execution

statistics.
Syntax

—ALL——

I oNoNoNo)
[cNoNoNo)
[cNoNoNo)

[cNoNoNoNoNO]

TITLE

>

»»>—TCPIPCS—COUNTERS (

Parameters
ALL

)
—DEVICE— I—TCP—(—[tcp_proc_name
—IF tcp_index——l_

Display all statistics. This is the default.

DEVICE
Display only device statistics.

IF Display only IF layer statistics.
IP Display only IP layer statistics.

LOCK
Display only lock statistics.

RAW
Display only RAW layer statistics.

TCP
Display only TCP layer statistics.

uDpP
Display only UDP layer statistics.

TCP, TITLE, NOTITLE

= Lvorrried

See [“Parameters” on page 187|for a description of these parameters.

Sample output of the TCPIPCS COUNTERS subcommand for IP
UDP

The following is sample output of the TCPIPCS COUNTERS subcommand for IP

UDP.

TCPIPCS COUNTERS (IP UDP)
Dataset: SYS1.DUMPOO
Title: LINKDOWN
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The address of the TSAB is:

Tseb

15136040 1 TCPCS

VIR7

15136000

SI Procedure Version Tsdb

1511E000 1511EOC8 002F 9FFF767F 00000000 Active

1 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

1 TCP/IP(s) for CS

V1R7 found

Tsdx

Asid TraceOpts

Status

Analysis of Tcp/Ip for TCPCS.

IP Statistics

NONYSM. s v enenennnnn
batrsm.........oo..

dupfrg.ceeeeennen...
dataadjl............
dataadj2............

IP6 Statistics

NONYSM. et venenenanns
batrsm..............

dupfrg.eeeeeeenen...
dataadjl............
dataadj2............
lTifdel..ovvevonon.n.
noreclaim...........
hdrpullup...ovnnn...
dadfailtot..........
dadfailll...........

Index:

1
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UDP Statistics

o I 7
rdnum............... 7
batch............... 0
nonbat.............. 7

Analysis of Tcp/Ip for TCPCS completed

TCPIPCS DUAF

Use this subcommand to display a summary of each dispatchable unit control
block (DUCB). Each entry in the dispatchable unit allocation table (DUAT) points
to a DUCB. The DUAT entry contains the status of the DUCB and identifies the
ASID with which the DUCB is associated. If no parameters are specified, the
output contains a summary of the DUAT, followed by a summary of each DUCB.

The status of each DUCB is abbreviated as follows:
Ab The DUCB has ABENDed.

Iu The DUCB is in use.

Re The DUCB is in resume state.

Su The DUCB has been suspended.

The DUCB status might be followed by the recovery stack. There is one line for
each register save area (RSA) found in the DUCB (and its DUSA extension, if
present). The address of each RSA, its previous pointer, its next pointer, and the
module name are shown.

A register save area displayed as RSA* indicates that the RSA is not in the active
chain. If all RSAs are shown like this, the DUCB is not in use.

Syntax

»»—TCPIPCS—DUAF

T — | '

v

variable_item——— ABEND— |—NORSAJ
INUSE—
RESUME—
(—~—variable list—1-)— SUSPEND—
TITLE

|—TCP—(—[i,‘cp_proc_narne )—| |—NOTITLEJ

tep_index

Parameters
If no parameters are specified, all active DUCBs are summarized.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable_item
Any one of the following variable parameters.
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variable_list
You can repeat from 1-32 of the following variable parameters, each separated
by a blank space, within parentheses:

jobname
Displays only the DUCBs with this job name. The job name can be a
TCP/IP application name or a stack name. Must contain from 1-8
characters.

DUCB_address
Displays the DUCB with this address. An IPCS symbol name can be
specified for the address. The address is specified as 1-8 hexadecimal
digits. If an address begins with characters A-F, prefix the address with
a 0 to avoid the address being interpreted as a symbol name or as a
character string.

DUCB_index
Displays this DUCB with this index. The index is a hexadecimal
number containing one to four digits. The lowest index is 0. If an index
begins with characters A-F, prefix the index with a 0 to avoid the
index being interpreted as a symbol name or as a character string.

ASCB_address
Displays the DUCB with this address space control block (ASCB)
address. An IPCS symbol name can be specified for the address. The
address is specified as 1-8 hexadecimal digits. If an address begins
with characters A-F, prefix the address with a 0 to avoid the address
being interpreted as a symbol name or as a character string.

ASID_number
Displays the DUCB with this ASID. The ASID is a hexadecimal number
containing one to four digits.

In addition to the variable parameters described above, you can specify the
following keyword parameters:

ALL
Display information for all active DUCBs. This is the default.

ABEND
Display only information for DUCBs that ABENDed.

INUSE
Display only information for DUCBs currently being used

RESUME
Display only information for DUCBs that are resumed.

SUSPEND
Display only information for DUCBs that are suspended.

NORSA
Do not display the contents of the DUCBs’ register save areas (RSA). By
default, the RSA contents are displayed.

TCP, TITLE, NOTITLE
See [“Parameters” on page 187|for a description of these parameters.

Restriction: If you specify multiple keywords from the set {ALL, ABEND, INUSE,
RESUME, SUSPEND)}, only the last one is used.

Chapter 6. IPCS subcommands 197



198

Sample output of the TCPIPCS DUAF subcommand

The following is a sample output of the TCPIPCS DUAF subcommand:
TCPIPCS DUAF( (0876C000 0B) INUSE )
Dataset: IPCS.A594094.DUMPK

Title:  TCPCS V2R10: Job(USER15 ) EZBITRAC(HTCP50A 99.266)+
000304 S0C4/00000004 TCB P=0029,S=000E,H=0019

The address of the TSAB is: 08D138C0
Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
08D13900 1 TCPCS V2R10  0885A000 0885A0C8 0029 9FFFFF7F Active

1 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

1 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPCS. Index: 1

Dispatchable Unit Summary

INDEX DUAE DUCB DUSA ASCB ASID JOBNAME ABEND STATUS

10000003 08859040 0876C000 0876100 0OFB7080 0029 TCPCS 00000000 Iu
RSA  0876C3F8 Prev 00005D98 Next 0876C8CO Mod EZBIEOER

RSA* 0876C8C8 Prev 0876C3F8 Next 00000000 Mod EZBITSTO

1384 bytes were used

1000000B 08859080 08784000 08784100 0OFB7980 0019 USER15  000C4000 Ab Iu
RSA 087843F8 Prev 09BB9798 Next 087846B8 Mod EZBPFSOC

RSA 087846C0 Prev 087843F8 Next 08784988 Mod EZBPFOPN

RSA 08784990 Prev 087846C0 Next 08784DBO Mod EZBUDSTR

RSA 08784DB8 Prev 08784990 Next 087855A8 Mod EZBITRAC

4536 bytes were used

82 DU control blocks were found
12 DU control blocks were in use
0 DU control blocks were suspended
0 DU control blocks were resumed
1 DU control blocks had abended
2 DU control blocks were formatted

The maximum DUCB size found is 4536 bytes

Analysis of Tcp/Ip for TCPCS completed

TCPIPCS DUCB

Use this subcommand to display the contents of each dispatchable unit control
block (DUCB). Each entry in the dispatchable unit allocation table (DUAT) points
to a DUCB. The DUAT entry contains the status of the DUCB and identifies the
ASID with which the DUCB is associated. The DUAT is summarized in the output.
The contents of each DUCB are then displayed, followed by each DUSA for the
DUCB. The first dispatchable unit stack area (DUSA) is followed by information
from each register save area (RSA). Each register from the RSA is listed, showing
its address and offset from the other registers in the register save area. The address
of the parameter list (pointed to by R1) and the first five words at that address are
also given. Each RSA is formatted. The recovery stack is also displayed.
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Syntax

»»—TCPIPCS—DUCB >
L. .

—variable_item

A

variable_list

TITLE—

e — gL
— p_proc_name ) NOTITLE-
_[tcp_index——l_

Parameters
If no parameters are specified, all DUCBs are displayed.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable_item
Any one of the following variable parameters.

variable_list
You can repeat from 1-32 of the following variable parameters, each separated
by a blank space, within parentheses:

jobname
Displays only the DUCBs with this job name. The job name can be a
TCP/IP application name or a stack name. Must contain from 1-8
characters.

DUCB_address
Displays the DUCB with this address. An IPCS symbol name can be
specified for the address. The address is specified as 1-8 hexadecimal
digits. If an address begins with digit A-F, prefix the address with a
zero to avoid the address being interpreted as a symbol name or as a
character string.

DUCB _index
Displays this DUCB with this index. The index is a hexadecimal
number containing one to four digits. The lowest index is zero.

ASCB_address
Displays the DUCB with this address space control block address
(ASCB). An IPCS symbol name can be specified for the address. The
address is specified as 1-8 hexadecimal digits. If an address begins
with digit A-F, prefix the address with a zero to avoid the address
being interpreted as a symbol name or as a character string.

asid_number
Displays the DUCB with this ASID. The ASID is a hexadecimal number
containing one to four digits.

TCP, TITLE, NOTITLE
See [“Parameters” on page 187|for a description of these parameters.

Sample output of the TCPIPCS DUCB subcommand

In the following sample, some lines have been deleted in order to shorten the
sample. Deleted lines are indicated with the following:
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The following is sample output of the TCPIPCS DUCB subcommand:

TCPIPCS DUCB
Dataset: IPCS.R8A0723.RASDUMP
Title:  EZRPEQO5
The address of the TSAB is: 098221F0
Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
09822230 1 TCPCS VIR5  08E85000 08E850C8 001E 9FFF7E7F Active
098222B0 2 TCPCS2 VIR5 08937000 089370C8 01F6 9FFF7E7F Active
2 defined TCP/IP(s) were found
2 active TCP/IP(s) were found
2 TCP/IP(s) for CS VIR5 found

Analysis of Tcp/Ip for TCPCS. Index: 1
DUCB Detail Analysis
Dispatchable Unit Allocation Table: 08E83010

+0000 DUATO EYE...... DUAT NEXT..... 00000000
+0018 DUAE® DUCB..... 08D8DO10 FLAGS.... 0014001E
+0020 DUAEL DUCB..... 08D90000 FLAGS.... 0034001E
+0028 DUAE2 DUCB..... 08D93000 FLAGS.... 0050001E
+0030 DUAE3 DUCB..... 08D96000 FLAGS.... 0014001E
+0038 DUAE4 DUCB..... 08D99000 FLAGS.... 5490001E
+0280 DUAE77 DUCB..... 08E74000 FLAGS.... 00000000
+0288 DUAE78 DUCB..... 08E77000 FLAGS.... 00000000
+0290 DUAE79 DUCB..... O8E7A000 FLAGS.... 00000000
+0298 DUAE8O DUCB..... 08E7DOOO  FLAGS.... 00000000
+02A0 DUAE81 DUCB..... 08E80000 FLAGS.... 00000000

Dispatchable Unit Control Block: DUCBO
EZBDUCB: 08D8DO10

+0000 DUCB EYE......c0vveennnn.. DUCB
+0004 DUCB_LENGTH.....vveeen.... 0100

+0006 DUCB_VERSION.............. 0002

+0008 DUCB_TOKEN......eevenn.... 08D8DO10 0014001E 10000000 00000000
+0018 DUCB DUSA. ... 'vrreeennnns. 08D8D110

+001C DUCB_AVAIL CHAIN.......... 00000000

+0020 DUCB DUAEP.........ee..... 08E83028

+0026 DUCB ASID....uvveeennnn.. 001E

+0028 DUCB_ASCB...vvvrrrrnnnn... 00FA4400

+002C DUCB_ATCB..''evrreeennnns. 007EC920

+0030 DUCB ITCVT....cvvreennnn.. 08E853C8

+0034 DUCB_LOCKSHELDCOUNT....... 00000000

+0038 DUCB_LOCKS TABLE.......... 08D8D194

+003C  DUCB_LOCKS_SUSPENDED...... 00000000

+0040 DUCB_LOCKS_SUSPENDED_NEXT. 7FFAFAF1

+0044 DUCB_SUSPENDTOKEN......... 00000000 40000000
+004C  DUCB_JOBNAME.............. TCPCS

+0054 DUCB TSAB....uvreeennnn.. 098221F0

+0058 DUCB_TSEB...vvvvvreennn... 09822230

+005C DUCB_TSDB..'wvurreeennnns. 08E85000

+0060 DUCB_TSDX.wvvvvrvreennnn.. 08E850C8

+0064 DUCB_TCP_ASCB............. 00FA4400

+0068 DUCB_STREAMHEAD........... 00000000

+006C DUCB_0ST..uvvvvrrrennnnn.. 00000000

+0070 DUCB_CREATE_FLAGS......... 00000000

+0074 DUCB_CID.....evvvreennnn.. 00000000

+0078 DUCB_PORT....'vvreeennnns. 0000

+007A DUCB_IPADDR LEN........... 00

+007C  DUCB_IPADDR.......e'...... 00010002 00030004 00050006 00070008
+008C DUCB_TRR PTR.............. 08D8D128

+0090 DUCB_ESTAEX_TOKEN......... 00000004

+0094 DUCB_ERRORCODE............ 00000000

+0098 DUCB_REASONCODE........... 00000000

+009C  DUCB_ABEND_FLAGS.......... 000FO000

+00A0 DUCB DUMP ECB............. 00000000

DUCB_EXP_SAVE.............
+00B8 08D8D110 00000000 00000000 8B8E8865C 08F671E8 7FAFCA88 08D8F75C 08D8DO1O 08D90118 ©O8DBF3A0 000001A8 08D8DO1O
+00E8 08D8F214 0B8EB50C8 08DSFDA8 08D8FA30 0923E21C 88E8862C
Dispatchable Unit Stack Area: DUSA0@1
EZBDUSA: 08D8D110

+0000 DUSA_EYE....... DUSA

+0004 DUSA_NEXTDUSA.. 08CFFO10
+0008 DUSA_DUCB...... 08D8DO10
+000C DUSA_START..... 08D8D450
+0010 DUSA_LAST...... 08090000

+0014 DUSA:NEXTAVAIL. 08D8D540
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Register Save Area: RSA0@1

Module: EZBTIWAT
EZBRSA: 08D8D458
+0000 RSA_DUSA. 08D8D110 RSA_PREV. 0A301890 RSA_NEXT. 00000000 RSA R14.. FEFEFEFE RSA_R15.. FEFEFEFE RSA_RO... FEFEFEFE
+0018 RSA_R1... FEFEFEFE RSA_R2... FEFEFEFE RSA_R3... FEFEFEFE RSA_R4... FEFEFEFE RSA_R5... FEFEFEFE RSA_R6... FEFEFEFE
+0030 RSA_R7... FEFEFEFE RSA_R8... FEFEFEFE RSA_R9... FEFEFEFE RSA R10.. FEFEFEFE RSA_R11.. FEFEFEFE RSA_R12.. FEFEFEFE
+0050 RSA_AR13. FEFEFEFE RSA_AR14. FEFEFEFE RSA_AR15. FEFEFEFE RSA_ARO.. FEFEFEFE RSA_ARL.. FEFEFEFE RSA_AR2.. FEFEFEFE
+0068 RSA_AR3.. FEFEFEFE RSA_AR4.. FEFEFEFE RSA_AR5.. FEFEFEFE RSA_AR6.. 08D773DO RSA_AR7.. 7EFEFEFE RSA_AR8.. 08E85084
+0080 RSA_AR9.. 08E85238 RSA_AR10. 08E8523C RSA_AR11. 08E85350 RSA_AR12. 08E85358
Dynamic Area of RSAG@1
Module: EZBTIWAT
08D8D458 08D8D110 0A301890 00000000 FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE QI
+0020 FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE | oovviiiiinniiiiiiiiiiiiinneennn
+0040 FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE | ooviriiiiimiiiiiiiiiiinnnnnnns
+0060 FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE 08D773D0 7EFEFEFE 08E85084 | ......ccvvvvvnnnnnnns P.}=....Y&d
+0FCO FEFEFEFE FEFEFEFE 08D8E620 08D8E620 FEFEFEFE FEFEFEFE FEFEFEFE 7F207498 | ......... QW..QW.eeeiiiiinnn, "..q
+OFEQ 09822230 FEFEFEFE 08E850C8 08D8D010 FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE boooot Y&H.Q oo
Dispatchable Unit Stack Area: DUSA0G2
EZBDUSA: 08CFF010
+0000 DUSA_EYE....... DUSA
+0004 DUSA_NEXTDUSA.. 00000000
+0008 DUSA_DUCB...... 08D8DO10
+000C DUSA_START..... 08CFF028
+0010 DUSA_LAST...... 08D04000
+0014 DUSA_NEXTAVAIL. 08CFF028
Register Save Area: RSA0@2
Module: EZBCTRCD
EZBRSA: 08CFF030
+0000 RSA_DUSA. O08CFFO10 RSA_PREV. 08D8F3A0 RSA_NEXT. O8CFF1DO RSA_R14.. FEFEFEFE RSA_R15.. FEFEFEFE RSA_RO... FEFEFEFE
+0018 RSA_R1... FEFEFEFE RSA_R2... FEFEFEFE RSA_R3... FEFEFEFE RSA_R4... FEFEFEFE RSA_R5... FEFEFEFE RSA_R6... FEFEFEFE
+0030 RSA_R7... FEFEFEFE RSA_R8... FEFEFEFE RSA_R9... FEFEFEFE RSA_R10.. FEFEFEFE RSA_R11.. FEFEFEFE RSA_R12.. FEFEFEFE
+0050 RSA_AR13. 00000000 RSA_AR14. FEFEFEFE RSA_AR15. 08D8FDD4 RSA_ARO.. O8D8FDA8 RSA_AR1.. 08D8D010 RSA_AR2.. FEFEFEFE
+0068 RSA_AR3.. 000263D8 RSA_AR4.. 01FFO0OC RSA_AR5.. 000003C4 RSA_AR6.. 00000048 RSA_AR7.. 00000004 RSA_AR8.. 00026795
+0080 RSA_AR9.. 08D8FA30 RSA_AR10. 08D8F75C RSA_AR11l. FEFEFEFE RSA_AR12. FEFEFEFE
Dynamic Area of RSA0@G2
Module: EZBCTRCD
08CFFO30 08CFFO10 ©08D8F3A0 08CFF1DO FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE 0..03. . 1) e
+0020 FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE | ooveiiiieiiiiiiiiiiiiiiinnnnnns
+0040 FEFEFEFE FEFEFEFE 88E88744 8B8E88AB8 00000000 FEFEFEFE ©08D8FDD4 08D8FDA8 | ........ hYg.hY.....o..t. Q.M.Q.y
+0060 08D8DO10 FEFEFEFE 000263D8 O1FFO0OC 000003C4 00000048 00000004 00026795 (0] JA [0 ) n
+0080 08D8FA30 08D8F75C FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE 03C40010 3001012D QueeQ7*iiiiinnnnnnnnn D......
+00A0 B64C8AC7 14F03740 OOLEOOLE O001EG2FO 007EC920 892336FA E3C3D7C3 E2404040 <.G.0. . 0.=I.1...TCPCS
+00CO 00000000 0000020A 00000000 00000000 00000000 00000000 00000000 00000000 | vovverrrerrrrnnnnnnnneeenenneens
+00EO 00000000 00000002 00000000 00000000 00000000 00000000 00000000 00000000 | +ovvvrrrriiiiiiiiiiieeeneeeenns
+0100 00000000 00000000 00000000 00000000 00000000 00000000 012892A0 00000000 | +ovvvvrrrriiiiiiiiiiiiannn Koounn
+0120 O4FEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE | oooviiiiiiniiiiiiiiiiiiinnnee,
+0140 FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE | oovvnnniiinnnniiiinriinnnnnnnnnnn
+0160 00000000 08D8F75C 892336FA 08CFF190 08D8F3A0 08D8DO10 08D8D128 08D8F214 | ..... Q7*i..... 1..03..Q}..QJ..Q2.
+0180 O8CFFO10 ©8D8FDA8 08CFF1DO 0923E21C 88E8862C 08CFFO30 00000008 O8CFFO10 ..0..Q.y..1}..S.hYf...0....... 0.

TCPIP Recovery Routine
DTRR: 08D8D128

+0000 TRR_CURRENT_INDEX. 00000000
+0004 TRR_MAX_INDEX..... 00000005
-- Array elements --
+0008 TRR_ROUTINE....... 08E8875E
+000C TRR_PARM.......... 00000000
+0010 TRR_DATA.......... 80000000
+0014 TRR_REGS.......... 08D8D5B8
+0018 TRR_DUMPPARM...... 00000000
+001C TRR_ROUTINE....... 08E8875E
+0020 TRR_PARM.......... 00000000
+0024 TRR_DATA.......... 80000000
+0028 TRR_REGS.......... 08D8E358
+002C TRR_DUMPPARM...... 00000000
+0030 TRR_ROUTINE....... 08E8875E
+0034 TRR_PARM.......... 00000000
+0038 TRR_DATA.......... 80000000
+003C TRR_REGS.......... 08CFF190
+0040 TRR_DUMPPARM...... 00000000
+0044 TRR_ROUTINE....... 00000000
+0048 TRR_PARM.......... 00000000
+004C TRR_DATA.......... 00000000
+0050 TRR_REGS.......... 00000000
+0054 TRR_DUMPPARM...... 00000000
+0058 TRR_ROUTINE....... 00000000
+005C TRR_PARM.......... 00000000
+0060 TRR_DATA.......... 00000000
+0064 TRR_REGS.......... 00000000
+0068 TRR_DUMPPARM...... 00000000

-- End of array --
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82 DUCBs were found
2 DUCBs were formatted

Analysis of Tcp/Ip for TCPCS completed

TCPIPCS FRCA

Use this subcommand to display information about the Fast Response Cache
Accelerator (FRCA) connections or about cached objects.

Syntax

»»—TCPIPCS—FRCA >

L

variable_item

CONNECTIONS— |—SUMMARY—| J
)

OBJECTS—— |—DETAI L—I
ALL

T[]

(———variable_list—L-)—

A\
A

i |—TCP—( tc —| I— —|
p_proc_name ) NOTITLE
_[ _p

tcp_index

Parameters
If no parameters are specified, only FRCA connections are summarized.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable_item
Any one of the following variable parameters.

variable_list
You can repeat from 1-32 of the following variable parameters, each separated
by a blank space, within parentheses:

TCB_address
Displays the FRCA connection with this address. An address is
specified as 1-8 hexadecimal digits. An IPCS symbol name can be
specified for an address. If an address begins with digit a—f or A-F,
prefix the address with a zero to avoid the address being interpreted as
a symbol name or as a character string.

UWSX_ address
Displays the FRCA server connection with this address. An address is
specified as 1-8 hexadecimal digits. An IPCS symbol name can be
specified for an address. If an address begins with digit a—f or A-F,
prefix the address with a zero to avoid the address being interpreted as
a symbol name or as a character string.

jobname
Displays only the FRCA information for this job name. The job name
can be a TCP/IP application name or a stack name. The job name
contains 1-8 alphanumeric characters.
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connection_id
Displays the FRCA information with this connection ID. An ID is
specified as 1-8 hexadecimal digits.

In addition to the variable parameters described above, you can specify the
following keyword parameters:

CONNECTIONS
Display only information for FRCA connections. CONNECTIONS is the
default.

OBJECTS
Display only information for FRCA cached objects.

ALL
Display information for all FRCA connections and cached objects.

SUMMARY
Displays the addresses of the control blocks and other data in tables.
SUMMARY is the default.

DETAIL

In addition to the SUMMARY display, DETAIL also shows the contents of the

control blocks.

TCP, TITLE, NOTITLE
See [“Parameters” on page 187|for a description of these parameters.

Restrictions: Be aware of the following keyword restrictions:

* If you specify multiple keywords from the set {CONNECTIONS, OBJECTS,

ALL}, only the last one is used.

* If you specify multiple keywords from the set {SUMMARY, DETAIL}, only the

last one is used.

Sample output of the TCPIPCS FRCA subcommand

The following is sample output of the TCPIPCS FRCA subcommand:

TCPIPCS FRCA

Dataset: IPCS.MV20372.DUMPA

Title:  TCPSVT  V2R10: Job(TCPSVT ) EZBITSTO(HTCP50A 99.281)+
00077A S4C5/74BE2500 SRB P=0051,S=0051,H=0051

The address of the TSAB is: 12E89BB8

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status

12E89BF8 1 TCPSVT V2R10  12B57000 12B570C8 0051 9FFFFF7F Active

1 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

1 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPSVT. Index: 1
FRCA Server Connections

Uwsx@ Tch@ Cache@ References Flags
12E6BA90 7F272D08 12E6AE98 10 60

FRCA Client Connections
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Uwcx@ Tch@ Server@ Object@ Flags
7F20E060 7F20DDO8 12E6BA90 1299CBO8 08
7F14D460 7F14D108 12E6BA90 1299BA88 48
7F1FAC60 7F1FA908 12E6BA90 12434488 48
7F4DD460 7F4DD108 12E6BA90 00000000 28
7FOA9060 7FOA8DO8 12E6BA90 00000000 28
7FO8F460 7FO8F108 12E6BA90 00000000 28
7F066860 7F066508 12E6BA90 00000000 00

Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS HASH

Use this subcommand to display information about the structure of TCP/IP hash
tables.

Syntax
»>—TCPIPCS >
»>—HASH >
—ALL—— SUMMARY BOTH J
L‘ 1CHPYS — 1
—IPSEC— |—HE/-\DER—| |—DET/—\ILJ i:ACTIVE:‘
—NETACC— DELETE
—POLICY—
- TCP——
—TTLS—
—UDP——
LxCF—
TITLE
l—TCP—(—[tcp_proc_%—)—l |—NOTITLE—|
tcp_index
Parameters
ALL
Display structure of all TCP/IP hash tables. ALL is the default.
ICMPVe6
Display only the structure of ICMPV6 hash tables.
IPSEC
Display only the structure of IPSecurity hash tables.
NETACC
Display only the structure of NetAccess hash tables.
POLICY
Display only the structure of Service Policy hash tables.
TCP
Display only the structure of TCP hash tables.
TTLS

Display only the structure of AT-TLS hash tables.
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UDP
Display only the structure of UDP hash tables.

XCF
Display only the structure of XCF hash tables.

HEADER
Display hash table header information. Not displayed by default.

SUMMARY
Displays the addresses of the control blocks and other data in tables.
SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL also shows the search key
values.

BOTH
Display both active and logically deleted table elements. BOTH is the default.

ACTIVE
Display only the active table elements.

DELETE
Display only the logically deleted table elements.

TCP, TITLE, NOTITLE
See [“Parameters” on page 187|for a description of these parameters.

Restrictions: Be aware of the following keyword restrictions:

* If you specify multiple keywords from the set
(ALLICMPV6,IPSEC,NETACC,POLICY,TCP,TTLS,UDP,XCEF), all of them are
used.

* If you specify multiple keywords from the set (BOTH, ACTIVE, DELETE}, only
the last one is used.

* If you specify multiple keywords from the set (SUMMARY, DETAIL}, only the
last one is used.

Sample output of the TCPIPCS HASH subcommand
The following is sample output of the TCPIPCS HASH subcommand.

TCPIPCS HASH ( DETAIL ALL )

Dataset: D74L.KWDEVO3A.DUMP

Title: ICMP HASHTAB

The address of the TSAB is: 0999D6F8

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status

0999D738 1 TCPCS2 VIR5 O8FE9000 O8FE90C8 0013 00000000 Active

0999D7B8 2 TCPCS VIR5 08FB2000 08FB20C8 002D 00000000 Active
2 defined TCP/IP(s) were found
2 active TCP/IP(s) were found
2 TCP/1IP(s) for CS VIR5 found

Analysis of Tcp/Ip for TCPCS2. Index: 1
TCPIP Hash Table Analysis

Policy ID Port Table

Hash Table Header at 7F65E008

Instance 1
Active entries : 0

Hash buckets : 1,999
User free routine : 00000000
Element queue : O8FE9E48

0 elements in Policy Id Port Table
Table Summary:
Active buckets : 0
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Inactive buckets
Unused buckets
Max active q length :
Max active q index :
Max active g seqnum :
Max delete g length :
Max delete q index
Total segnum

[cNoNoNoNoNoN o)

.
e}
e}
(Xe]

ICMPV6 Table
Hash Table Header at 7F699C08
Instance : 4
Active entries 7
Hash buckets : 1,024
User free routine : 00000000
Element queue : O8FE9E50
Bucket# Bucket@® Element@ Status
2 7F699C28 7F2F8E80 Active
5 7F699C58 7F2F9100 Active
6 7F699C68 7F2F9080 Active
7 elements in ICMPV6 Table
Table Summary:
Active buckets HE)
Inactive buckets : 0
Unused buckets : 1,018
Max active q length : 2
Max active q index : 6
Max active g seqnum : 2
Max delete q length : 0
Max delete g index : 0
Total segnum i
TCP V4 Index Table
Hash Table Header at 7F528B88
Instance : 2
Active entries HO)
Hash buckets : 62,533
User free routine : 88D9523E
Element queue : O8FE9E48
Bucket# Bucket@® Element@ Status
0 7F528B88 7F507FEQ Active
530 7F52ACA8 7F5080C0 Active
30479 7F59FC78 7F508020 Active
35181 7F5B2258 7F5080A0 Active
37771 7F5BC438 7F508040 Active
40773 7F5C7FD8 7F508060 Active

6 elements in TCB V4 Inde

Table Summary:
Active buckets 6
Inactive buckets 1
Unused buckets : 6
Max active q length : 1
Max active q index : 0
Max active g seqnum : 1
Max delete q length : 0
Max delete g index 0
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2,526

Usere@
0AA6BFD8

OAA6BF98

OAAGBFA8

Usere@

7F510108
7F51B988
7F510A08
7F51A788
7F511308
7F510E88

KeyValue

FECO0000 00000000 00000000 00000000
Clock Ticks...... 00000003
Tokens........... 00

Token Tenths..... 00

00000000 00000000 00000000 VOOOOOOO
Clock Ticks...... 00000008
Tokens........... 00

Token Tenths..... 00

00000000 00000000 00000000 VOOOOOOO
Clock Ticks...... 00000011
Tokens........... 00

Token Tenths..... 00

KeyValue

00000000 00000000 00000000
00000000 00000000 00150000
7F000001 00000000 04000000
00000000 00000000 27170000
7F000001 7FO00001 04000401
7F000001 7FO00001 04010400



Total segnum : 8

TCP V6 Index Table
Hash Table Header at 7F2FDB88

Instance HEE)

Active entries : 2

Hash buckets : 62,533
User free routine : 88D9523E
Element queue : O8FE9E50

Bucket# Bucket@ Element@ Status
0 7F2FDB88 7F2F8C80 Active

530 7F2FFCA8 7F2F8F00 Active

2 elements in TCB V6 Index Table
Table Summary:
Active buckets
Inactive buckets
Unused buckets
Max active q length :
Max active q index :
Max active g segnum :
Max delete g length :
q
m

2,531

Max delete g index
Total segnu

NOOR O, OO N

UDP DMUX V4 Table
Hash Table Header at 7F403B88

Instance : 3

Active entries : 2

Hash buckets : 62,533
User free routine : 88DBOE3C
Element queue : O8FE9E48

Bucket# Bucket@ Element@ Status
0 7F403B88 7F508000 Active
529 7F405C98 7F508080 Active

2 elements in UDP DMUX V4 Table

Table Summary:
Active buckets
Inactive buckets
Unused buckets
Max active q length :
Max active q index :
Max active g segnum :
Max delete g length :
Max delete q index
Total segnum

UDP DMUX V6 Table

Hash Table Header at 7F203B88

2,531

NOOHROFROON

Instance : 6

Active entries 1

Hash buckets : 62,533
User free routine : 88DBOE3C
Element queue : O8FE9E50

Bucket# Bucket@ Element@ Status
0 7F203B88 7F2F8D00 Active

1 elements in UDP DMUX V6 Table
Table Summary:

Active buckets 1
Inactive buckets : 0
Unused buckets . 62,532

Max active q length : 1
Max active q index : 0

User@ KeyValue
7F510588 00000000
00000000
00000000
7F51B988 00000000
00000000
00000000

Usere@ KeyValue
7F4F8108 00000000
7F500608 00000000

Usere@ KeyValue
7F4AF8808 00000000
0000

00000000 00000000 00000000
00000000 06000000 606000

00000000 00000000 00000000
00000000 00000000 00000000

0000
0211

00000000 00000000 00000000
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Max active g seqnum :
Max delete q length :
Max delete g index
Total segnum

_o o

UDP MULTICAST V6 Table
Hash Table Header at 7F10EB88

Instance H)
Active entries : 0

Hash buckets : 62,533
User free routine : 88DBOE3C
Element queue : O8FE9E50

0 elements in UDP MULTICAST V6 Table
Table Summary:

Active buckets 0

Inactive buckets 0

Unused buckets )

Max active q length : 0

index : 0

0

0

0

0

Max active q
Max active g seqnum :
Max delete g length :

Max delete g index
Total segnum :
Analysis of Tcp/Ip for TCPCS2 completed

TCPIPCS HEADER

Use the TCPIPCS HEADER command to display information from the system
dump header and, in some cases, if a DUCB has ABENDed, the DUCB is
displayed. The IPCS command STATUS System Cpu Registers Worksheet
Faildata is used to display the system dump header.

Depending on the error recovery routine, the DUCB address might or might not be
available. If the DUCB address is available, the DUCB is displayed. To find DUCBs
that ABENDed, use the TCPIPCS DUAF (* ABEND) command.

Syntax
TITLE
»»—TCPIPCS—HEADER |_ _| |_ _| ><
TCP—(—[tcp_proc_name ) NOTITLE
tcp_index——l_
Parameters

TCP, TITLE, NOTITLE
See [“Parameters” on page 187|for a description of these parameters.

Sample output of the TCPIPCS HEADER subcommand
The following is sample output of the TCPIPCS HEADER subcommand:

TCPIPCS HEADER
Dataset: IPCS.MV21381.DUMPA
Title:  SLIP DUMP ID=TC

The address of the TSAB is: 13391BCO

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
13391C00 1 TCPSVT V2R10  1323B000 1323BOC8 07DE 04041405 Active
13391C80 2 TCPSVT2  V2R10 00000000 00000000 O7E8 00000000 Down Stopping
13391000 3 TCPSVT1  V2R10  12FC3000 12FC30C8 0080 94FF755F Active
13391D80 4 TCPSVT3  V2R10 00000000 00000000 0059 00000000 Down Stopping
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4 defined TCP/IP(s) were found
2 active TCP/IP(s) were found

4 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPSVT. Index: 1

STATUS SUBCOMMAND

MVS Diagnostic Worksheet
Dump Title: SLIP DUMP ID=TC

CPU Model 9672 Version AC Serial no. 041018 Address 00
Date: 03/22/2000 Time: 07:36:57.297123 Local

Original dump dataset: SYS1.DUMP93

Information at time of entry to SVCDUMP:

HASID 000B PASID 000B SASID 000B PSW 440C0000 81584B1C

CML ASCB address 00000000 Trace Table Control Header address 7F45D000

Dump ID: 007
Error ID: N/A

SDWA address N/A

CPU STATUS:

PSW=440C0000 81584B1C (RUNNING IN PRIMARY, KEY 0, AMODE 31, DAT ON)
DISABLED FOR I/0 EXT
ASID(X'000B') 01584B1C. IEANUCO9.IEAVEDSO+1C IN READ ONLY NUCLEUS
ASCB11 at FBD700, JOB(WLM), for the home ASID
ASXB11 at 7FDFAO and TCB11M at 7FB440 for the home ASID
HOME ASID: 000B PRIMARY ASID: 000B SECONDARY ASID: 000B

GPR VALUES
0-3 00000001 0288E01C 00000C38 00000008
4-7 007FB440 O007FFC10 007F6A68 O0OFBD700
8-11 00000000 01584BO0 015AD820 007FEE48
12-15 00000000 00000000 8OFDE336 81584B18

TCPIPCS HELP

Use this subcommand to display TCPIPCS usage and syntax information.

Syntax
»»>—TCPIPCS—HELP >
ALL
T T !
variable_item FUNCTION—
OPERANDS—
SYNTAX—
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Parameters
If no parameters are specified, the function, operand, and syntax information are
displayed for all TCPIPCS commands.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable_item
Any one of the TCPIPCS subcommand names.

In addition to the variable parameters described above, you can specify the
following keyword parameters:

ALL
Display information for all TCPIPCS commands. ALL is the default.

FUNCTION
Display only function information.

OPERANDS
Display only operand information.

SYNTAX
Display only syntax information.

Restriction: If you specify multiple keywords from the set {ALL, FUNCTION,
OPERANDS, SYNTAX]}, all of them are used.

Sample output of the TCPIPCS HELP subcommand
The following is sample output of the TCPIPCS HELP subcommand:

tcpipes help (config function)
Function:
The TCPIPCS command displays selected information about a specific
TCP/IP address space.
CONFIG - Produce device configuration report.
Function:
Display information about device, physical, and logical interfaces
Syntax:
TCPIPCS CONFIG(<{SUMMARY |DETAIL}>)
Operands:
SUMMARY - Display summary report.

DETAIL - Display summary and interface cross-reference reports.

*k%

TCPIPCS IPSEC

Use this subcommand to display information about IP security filters or tunnels.
Syntax

»>—TCPIPCS—IPSEC
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v

L

variable item—————

ALL—— |—SUMMARY—| )J

FILTERS— |—DETAIL—I
TUNNELS—
XLPORTS—

CT T 71

(—~—variable_list—L)—

|—TCP—(—[tcp_proc_name )J |—NOTITLEJ

tep_index

Parameters
If no parameters are specified, all IP security filters, tunnels, and NAT translated
ports are summarized.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable_item
Any one of the following variable parameters.

variable_list
The following variable parameters can be repeated up to 32 times, separated
by a blank space, within parentheses:

filter_address
Displays the IP security filter that has this address. An address is specified
as 1-8 hexadecimal digits. An IPCS symbol name can be specified for an
address. If an address begins with a-f or A-F, prefix the address with a zero
to avoid the address being interpreted as a symbol name or as a character
string.

tunnel_address
Displays the IP security tunnel that has this address. An address is
specified as 1-8 hexadecimal digits. An IPCS symbol name can be specified
for an address. If an address begins with a-f or A-F, prefix the address with
a zero to avoid the address being interpreted as a symbol name or as a
character string.

source_IP_address
Displays the IPSecurity NAT SourcelP table entry with this address. An
address is specified as 1-8 hexadecimal digits. An IPCS symbol name can
be specified for an address. If an address begins with digit a-f or A-F,
prefix the address with a zero to avoid the address being interpreted as a
symbol name or as a character string.

translated_port_address
Displays the IPSecurity NAT Port Translation table entry with this address.
An address is specified as 1-8 hexadecimal digits. An IPCS symbol name
can be specified for an address. If an address begins with digit a-f or A-F,
prefix the address with a zero to avoid the address being interpreted as a
symbol name or as a character string.

In addition to the variable parameters previously described, you can specify the
following keyword parameters:
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ALL
Display information for IP security filters, tunnels, and NAT Traversal remote
port translations. ALL is the default.

FILTERS
Display only information for IP security filters.

TUNNELS
Display only information for IP security tunnels.

XLPORTS
Display only information for IP security NAT-translated ports.

SUMMARY
Displays the addresses of the control blocks and other data in tables.
SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL also shows the contents of the
control blocks.

TCP, TITLE, NOTITLE
See [“Parameters” on page 187| for a description of these parameters.

Tips:
* If you specify multiple keywords from the set {ALL, FILTERS, TUNNELS,
XLPORTS}, only the last one is used.

* If you specify multiple keywords from the set {[SUMMARY, DETAIL}, only the
last one is used.

Restriction: The TCPIPCS IPSEC subcommand works only on stacks configured for
IP security.

Sample output of the TCPIPCS IPSEC subcommand
The following is sample output of the TCPIPCS IPSEC subcommand:

z/0OS VIR9.0 Comm Svr: IP Diagnosis Guide



TCPIP Ipsecurity Analysis
IPSEC on ZIIP No

FWE_GDA at 7F1FAB10

FILTER_DA at 7F1F8C10
TUNNEL_DA at 7F1F8590
ENCRYP_DA at 7F1FA390

Filter set active : Default
FiTlter logging : No
Pre-decap filtering : No

IPv4 Filters

Filter@ Action SPrtl SPrt2 DPrtl DPrt2 Protocol
Src@
Dst@

7C553110 Permit 500 0 500 0 17 (UDP)
0.0.0.0/0
0.0.0.0/0

7B8DBD90O Permit 0 0 623 0 6 (TCP)
197.11.107.1
197.11.236.12

IPv6 Filters

Filter@ Action SPrtl SPrt2 DPrtl DPrt2 Protocol
Src@
Dst@

7B8D1610 Permit 500 0 500 0 17 (ubP)
::0/0
::0/0

7DA22D90 Permit 623 0 0 0 6 (TCP)
2000:197:11:235::101:0:1
2000:197:11:107::1

IPv4 Tunnels

Tunnel@ Policy Format Name
Src@
Dst@
7C514010 000000A5 00000033 Y 1589 DVA-Tinux
197.11.235.9
16.11.16.126

IPv6 Tunnels

Tunnel@ Policy Format Name
Src@
Dst@
7E5AF010 0000014A 0000000C M 1 IPMVAospfAHO3
::0
::0

Figure 25. TCPIPCS IPSEC subcommand sample output
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TCPIPCS LOCK

Use this subcommand to scan the dump for information about the current locks
that are defined and held.

Only nonzero statistics are reported.

Tip: The DUCB lock table entries might conflict with the lockword counters. This
is because DUCB lock table entries and lockword counters are not updated in one
operation, therefore they can be out of sync. At the time the dump was obtained,

the lockword counters might have been updated, but the DUCB has not yet been

updated.

Syntax

(SUMMARY) TITLE
»»—TCPIPCS—LOCK Bl N

|—(DETAIL)J |—TCP—(—[tcp_proc_name )—| |—NOTITLE—|

tcp_index

Parameters

SUMMARY
Displays each level of each class of lock, the total number of DUCBs found,
and a cross-reference for each lock being used. SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL also shows lock information for
each DUCB.

TCP, TITLE, NOTITLE
See ["Parameters” on page 187|for a description of these parameters.

Restriction: If you specify multiple keywords from the set (SUMMARY, DETAIL},
only the last one is used.

Sample output of the TCPIPCS LOCK subcommand
The following is sample output of the TCPIPCS LOCK subcommand:

TCPIPCS LOCK (DETAIL)

Dataset: IPCS.A594094.DUMPM

Title:  TCPSVT  V3R10: Job(TCPSVT ) EZBITSTO(HTCP50A 99.281)+
00077A S4C5/74BE2500 SRB P=0051,S=0051,H=0051

ItCvt: 12B573C8, Class_Count: 12, Level Count: 34, Table_Size: 616
Lock statistics at 12E7B208

Class 2 at 12E7B2E8 for 2 levels
Level 0201 ITSTOR_QUE
Suspension - Srb : 1,601
Delays - : 239

Class 6 at 12E7B478 for 4 levels
Level 0602 TCB
Suspension - Srb : 146
Suspension - Tcb : 33

Ix  Duch@ Lktb@ Susp@ Next@ DucbIx  Status
0002 12A62000 12A62184 00000000 00000000 10000001 Iu
Lock Class 02: 00000001 00000002 12A62278 00000000
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Lock Level 01: 12B57CB8 C0010201 00010000 Held Exc] ITSTOR_QUE

Ix  Duch@ Lktb@ Susp@ Next@ DucbIx  Status
072E 12B19000 12B19184 00000000 7FFAFAF1 1000003E Iu
Lock Class 06: 00000002 00000004 12B192F0 00000000
Lock Level 02: 7F272D38 80010602 00020100 Held Shr TCB

50 DUCBs found
2 DUCBs held Tocks
0 DUCBs were waiting for locks

Lockword Cross Reference

Locke@ Duch@ Status Name
12B57CB8 Not Held ITSTOR_QUE
7F272D38 12B19000 Held Shr TCB

2 locks were referenced
Lock Class/Level Multiple Usage:

Class Level Names
03 02 REASM
PTREE

MCGRP

0C 06 SKITSSL
TCFG_CLEANUP

Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS MAP

Use this subcommand to display a mapping of TCP/IP storage. This subcommand
is useful for finding overlays and abandoned storage.

Each control block referenced is listed in order by its address. Each control block
eye-catcher is shown; if none is found, a mnemonic name is given in quotation
marks. The size is the number of bytes (in decimal) in the control block. The key is
the storage key. The base and offset are the address of a TCP/IP control block and
the offset within it that contains the CbAddr in the far left column. Multiple
references can exist, so additional references are continued on a separate line.

Tip: Large dumps with many control blocks can take considerable time to process.

Syntax
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»»>—TCPIPCS—MAP >

|—TCP ( tc —|
— p_proc_name )
L —ALL——— J _[tcp_index——l_

( )

Y+ CACHE
—DUCB——
—ICMP——
—IF
—IP
—IPSEC—
—NETACC—
—POLICY—
—RAWN———
—SOCKETS—
—STREAMS—
—TCP——
—TELNET—
—TIMERS—
—TTLS——
—UDP——
—XCF——
TITLE
> |_ _| >
|—NOTITLE—|
Parameters
ALL
Display storage usage information for all components.
CACHE
Display only CACHE storage usage information.
DUCB
Display only DUCB storage usage information.
ICMP

Display only ICMP storage usage information.
IF Display only IF/IP storage usage information.
IP Display only IF/IP storage usage information.

IPSEC
Display only IPSEC storage usage information.

NETACC
Display only NETACC storage usage information.

POLICY
Display only POLICY storage usage information.

RAW
Display only RAW storage usage information.

SOCKETS
Display only SOCKETS storage usage information.

STREAMS
Display only STREAMS storage usage information.

TCP
Display only TCP storage usage information.
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TELNET

Display only TELNET storage usage information.

TIMERS

Display only TIMERS storage usage information.

TTLS

Only display AT-TLS storage usage information.

uDP

Display only UDP storage usage information.

XCF

Display only XCF storage usage information.

TCP, TITLE, NOTITLE

See [“Parameters” on page 187|for a description of these parameters.

Restriction: If you specify multiple keywords from the set (ALL, CACHE, DUCB,
ICMP, IF, IP, IPSEC, NETACC, POLICY, RAW, SOCKETS, STREAMS, TCP, TELNET,
TIMERS, TTLS, UDP, XCF), all of them are used.

Sample output of the TCPIPCS MAP subcommand
The following is sample output of the TCPIPCS MAP subcommand:

TCPIPCS MAP
IPCS.MV20767 .DUMPA

Dataset:
Title:

The address of the TSAB is: 08DD36F8

Tseb

08DD3738

VERIFY MV20758

SI Procedure Version Tsdb

1 TCPCS

V2R10

1 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

1 TCP/IP(s) for CS

V2R10 found

Tsdx Asid

TraceOpts Status

0876E000 0876EOC8 01F7 92208100 Active

Analysis of Tcp/Ip for TCPCS.

Index:

CbhIds enclosed in quotes e.g. "CBID" are not true eyecatchers.

Found 847 References and 1037 Cross-references

CbAddr

00FCC6A0
01663450
0876B000

0876B388
0876B408
0876B488
0876B500
0876B580
0876B600
0876B688
0876B700
0876B780
7F6E8B78
7F6E8BB8

CbId
CVT

ECVT

"ALCCSA"

"CACSMM"
"CACSMM"
"CACSMM"
"CACSA "
"CACSA "
"CACSA "
"CACSMM"
"CACSA "
"CACSA "

SKQU
SKQU

Size
1,280
576
96

1